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I Proofs

I.1 Proof of Proposition 1
When agent’s preferences are as in eq. (24), the s.d.f. is given by (e.g., Piazzesi and Schneider,
2007):

Mt,t+1 = d
✓

Ct+1

Ct

◆�1 exp[(1� gt)ut+1]

Et(exp[(1� gt)ut+1])
. (I.1)

Let us show that, under Assumptions A.1 and A.2, the utility is exponential affine.

Proposition 8. Under Assumptions A.1 and A.2, the utility Ut = Ct exp(µu,0,t�1 + µ 0
u,1Xt),

or

ut = ct +µu,0,t�1 +µ 0
u,1Xt (I.2)

satisfies eq. (24) for any Xt iff µu,1 and µu,0,t are given by

µu,1 = d (InX
�dF0)�1F0µc,1, (I.3)

and

µu,0,t =�µc,0 +
1
d

⇢
µu,0,t�1 �

d
1� gt

y0
⇥
(1� gt)(d (InX

�dF0)�1F0+ InX
)µc,1

⇤�
. (I.4)

Proof. If ut is given by (I.2), we have:

ut+1 = ct +Dct+1 +µu,0,t +µ 0
u,1Xt+1 = ct +µu,0,t +µc,0 +(µu,1 +µc,1)

0
Xt+1.

Then, for a given state vector Xt , we have:

eq. (24) , ct +µu,0,t�1 +µ 0
u,1Xt

= (1�d )ct +d µu,0,t +d µc,0 +dct +

d
1� gt

n
y0
⇥
(1� gt)(µu,1 +µc,1)

⇤
+y1

⇥
(1� gt)(µu,1 +µc,1)

⇤0
Xt

o
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, µu,0,t�1 �d µu,0,t +µ 0
u,1Xt

= d µc,0 +
d

1� gt

n
y0
⇥
(1� gt)(µu,1 +µc,1)

⇤
+y1

⇥
(1� gt)(µu,1 +µc,1)

⇤0
Xt

o
.

Therefore eq. (24) is satisfied for any Xt iff the following two conditions are satisfied:
(

µu,0,t�1 �d µu,0,t = d µc,0 +
d

1�gt
y0
⇥
(1� gt)(µu,1 +µc,1)

⇤

µu,1 =
d

1�gt
y1
⇥
(1� gt)(µu,1 +µc,1)

⇤
,

which leads to the result, using that y1
⇥
(1� gt)(µu,1 + µc,1)

⇤
= (1� gt)F0(µu,1 + µc,1) under As-

sumption A.2.

Using the exponential affine formulation of the utility in (I.1) leads to:

logMt,t+1 = logd �Dct+1 +(1� gt)ut+1 � logEt(exp[(1� gt)ut+1])

= log(d )�µc,0 �µ 0
c,1Xt+1 +(1� gt)(µc,1 +µu,1)

0
Xt+1

� logEt(exp
�
(1� gt)

⇥
(µc,1 +µu,1)

0
Xt+1

⇤ 
)

= log(d )�µc,0 +
⇥
(1� gt)µu,1 � gt µc,1

⇤0
Xt+1

� logEt(exp
�
(1� gt)

⇥
(µc,1 +µu,1)

0
Xt+1

⇤ 
)

= log(d )�µc,0 �y0 [(1� gt)(µc,1 +µu,1)]+⇥
(1� gt)µu,1 � gt µc,1

⇤0
Xt+1 �y1 [(1� gt)(µc,1 +µu,1)]

0
Xt .

Hence, the stochastic discount factor between dates t and t +1 is given by:

Mt,t+1 = exp[�(h⇤
0,t +h⇤

1
0
Xt)+l 0

t
Xt+1 �y(lt ,Xt)], (I.5)

with 8
<

:

lt =
�
(1� gt)d (InX

�dF0)�1F0 � gt InX

 
µc,1

h⇤
0,t = � log(d )+µc,0 +y0 [lt +µc,1]�y0(lt)

h⇤
1 = F0µc,1.

(I.6)

Using gt = µg,0 +µ 0
g,0Xt (Assumption A.2), we obtain:

lt =
⇥
(1� gt)d (InX

�dF0)�1F0 � gt InX

⇤
µc,1

=
⇥
d (InX

�dF0)�1F0 � gt(d (InX
�dF0)�1F0+ InX

)
⇤

µc,1

=
⇥
d (InX

�dF0)�1F0 �µg,0(d (InX
�dF0)�1F0+ InX

)
⇤

µc,1| {z }
=l0

+

⇥
� (d (InX

�dF0)�1F0+ InX
)µc,1µ 0

g,1
⇤

| {z }
=l 0

1

Xt . (I.7)

Now, let’s compute h⇤
0,t . We have (using eq. I.6):

h⇤
0,t = � log(d )+µc,0 +y0(lt +µc,1)�y0(lt)
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= � log(d )+µc,0 +
1
2

µ 0
c,1SS0µc,1 +µ 0

c,1SS0lt ,

which proves Proposition 1.

I.2 Proof of Proposition 3
The conditional risk-neutral Laplace transform EQ

t (exp(u0Xt+1)) is equal to:

Et

✓
exp

⇥
u
0
Xt+1

⇤ Mt,t+1

Et(Mt,t+1)

◆
= Et

✓
exp


u
0
Xt+1 +l 0

t
Set+1 �

1
2

l 0
t
SS0lt

�◆

= Et

✓
exp


u
0FXt +(u+lt)

0Set+1 �
1
2

l 0
t
SS0lt

�◆

= exp


u
0FXt +

1
2
(u+lt)

0SS0(u+lt)�
1
2

l 0
t
SS0lt

�

= exp


u
0FXt +

1
2

u
0SS0

u+u
0SS0lt

�
= exp


u
0FXt +

1
2

u
0SS0

u+u
0SS0(l0 +l 0

1Xt)

�

= exp


u
0(F+SS0l 0

1)Xt +
1
2

u
0SS0

u+u
0SS0l0

�
,

which gives the result.

I.3 Proof of Proposition 2
Let us compute the Laplace transform of Yt = [X 0

t
,Z0

t
,vec(XtX

0
t
)0]0. We have:

Et(exp(u0Yt+1))

= Et(exp(u0
X

Xt+1 +u
0
Z
Zt+1 +u

0
XX

vec(Xt+1X
0
t+1)))

= Et(exp(u0
X
(FXt +Set+1)+u

0
Z
(FZZt +SZ(Xt)et+1)+u

0
XX

vec((FXt +Set+1)(FXt +Set+1)
0)))

= exp(u0
X

FXt +u
0
Z
FZZt +u

0
XX

vec(FXtX
0
t
F0))⇥

Et

�
exp

⇥
(u0

X
S+u

0
Z
SZ(Xt)+2u

0
XX

(S⌦ [FXt ]))et+1 +u
0
XX

vec(Set+1e 0
t+1S0)

⇤�
, (I.8)

where we have used, in particular, that vec(FXte 0t+1S0) = (S⌦ [FXt ])et+1 (exploiting the properties
of the vec operator, see, e.g., Proposition A.1 of Monfort et al., 2015) and also u

0
XX

vec(FXte 0t+1S0)=
u
0
XX

vec(Set+1X
0
t
F0) (using the following lemma, since vec

�1(uXX) is assumed to be a symmetric
matrix).

Lemma 1. If matrix V is symmetric, then, for any matrix A of the same dimension, we have

vec(V )0vec(A) = vec(V )0vec(A0).

Proof. For any matrix A, we have vec(A0) = Lnvec(A), where n is the dimension of V , and where
Ln is the commutation matrix of dimension n

2 ⇥ n
2 (see Lemma A.1 in Monfort et al., 2015). In

particular, since matrix V is symmetric, it comes that vec(V ) = Lnvec(V ), or vec(V )0 = vec(V )0L0
n
.

Using that Ln is orthogonal (and therefore that L0
n
Ln = In) leads to the result.
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Moreover, we have:

u
0
XX

vec(Set+1e 0
t+1S0) = u

0
XX

(S⌦S)vec(et+1e 0
t+1) = u

0
XX

(S⌦S)(et+1 ⌦ et+1)

= (e 0
t+1 ⌦ e 0

t+1){u
0
XX

(S⌦S)}0

= e 0
t+1vec

�1{u
0
XX

(S⌦S)}et+1. (I.9)

Hence, the conditional expectation appearing at the end of (I.8) is of the form

Et(exp[v(u,Xt)
0et+1 + e 0

t+1V (u)et+1]), (I.10)

with ⇢
v(u,Xt)0 = u

0
X

S+u
0
Z
SZ(Xt)+2u

0
XX

(S⌦ [FXt ])
V (u) = vec

�1{u
0
XX

(S⌦S)} (I.11)

Let us show that v(u,Xt) is affine in Xt . We have:

v(u,Xt) = vec(v(u,Xt)
0) = vec(u0

X
S+u

0
Z
SZ(Xt)+2u

0
XX

(S⌦ [FXt ]))

= S0
uX +(Ine ⌦u

0
Z
)(G0 +G1Xt)+2(S⌦ [FXt ])

0
uXX

= S0
uX +(Ine ⌦u

0
Z
)(G0 +G1Xt)+2([FXt ]

0 ⌦S0)uXX

= S0
uX +(Ine ⌦u

0
Z
)(G0 +G1Xt)+2vec(S0

vec
�1(uXX)FXt)

= S0
uX +(Ine ⌦u

0
Z
)G0 +

⇥
(Ine ⌦u

0
Z
)G1 +2S0

vec
�1(uXX)F

⇤
Xt

=: v0(u)+ v1(u)Xt . (I.12)

Lemma 2. If e ⇠ N (0, Ine ), and if v and V are, respectively, a ne -dimensional vector, and

a ne ⇥ne dimensional matrix, then

E(exp[v0e + e 0V e]) = 1
|Ine �2V |1/2 exp

✓
1
2

v
0(Ine �2V )�1

v

◆
.

Proof. See, e.g., Lemma A.2 in Dubecq et al. (2016).

Using the previous lemma in (I.10), it comes that:

Et(exp[v(u,Xt)
0et+1 + e 0

t+1V (u)et+1])

=
1

|Ine �2V |1/2 exp
✓

1
2
(v0 + v1Xt)

0(Ine �2V )�1(v0 + v1Xt)

◆

=
1

|Ine �2V |1/2 exp
✓

1
2
(v00(Ine �2V )�1

v0 +X
0
t
v
0
1(Ine �2V )�1

v1Xt +2v
0
0(Ine �2V )�1

v1Xt)

◆
,

where, for notational simplicity, we have dropped the dependency in u of v0, v1, and V .
Substituting in the previous expression in (I.8), we obtain:

Et(exp(u0Yt+1))

= exp(u0
X

FXt +u
0
Z
FZZt +X

0
t
vec

�1{u
0
XX

(F⌦F)}Xt ⇥
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exp

�1

2
log |Ine �2V |+ 1

2
v
0
0(Ine �2V )�1

v0 +
1
2

X
0
t
v
0
1(Ine �2V )�1

v1Xt + v
0
0(Ine �2V )�1

v1Xt

�
,

which proves Prop. 2.

I.4 Proof of Proposition 4
According to Proposition 1, the s.d.f. is a function of Xt+1 and Xt . In this context, Lemma 1 of
Monfort and Renne (2013) implies that the risk-neutral p.d.f. of Zt+1 and wt+1, given (Xt+1,Yt),
are the same as the historical ones.

We have:

Zt = FZZt�1 +SZ(Xt�1)et

= FZZt�1 +SZ(Xt�1)S�1(Xt �FXt�1)

= SZ(Xt�1)S�1µQ+FZZt�1 +SZ(Xt�1)S�1(FQ�F)Xt�1 +SZ(Xt�1)eQt . (I.13)

Note that the previous formula is also valid if the dimension of Xt is lower than that of et . In
this case, however, one has to replace S�1 with the Moore-Penrose inverse of S.

We have:

SZ(Xt�1)S�1µQ = vec(SZ(Xt�1)S�1µQ)

= ([S�1µQ]0 ⌦ InZ
)vec(SZ(Xt�1))

= ([S�1µQ]0 ⌦ InZ
)(G0 +G1Xt�1). (I.14)

Moreover, we have:

SZ(Xt�1)S�1(FQ�F)Xt�1 = vec(SZ(Xt�1)S�1(FQ�F)Xt�1)

= ([X 0
t�1(S�1(FQ�F))0]⌦ InZ

)(G0 +G1Xt�1) (I.15)

Let us denote by Ji the ne ⇥ (nenZ) matrix that selects the following ne entries of a vector G of
dimension (nenZ)⇥ 1: {i,nZ + i, . . . ,(ne � 1)nZ + i}. That is Ji = Ine ⌦ e

0
i,nZ

, where ei,nZ
is the i

th

column of the identity matrix of dimension nZ ⇥nZ .
For any matrix M of dimension nX ⇥ne , we have:

((X 0
t�1M)⌦ InZ

)G0 =

2

64
(X 0

t�1M)J1G0
...

(X 0
t�1M)JnZ

G0

3

75=

2

64
(G0

0J
0
1M

0)Xt�1
...

(G0
0J

0
nZ

M
0)Xt�1

3

75=

2

64
G0

0J
0
1M

0

...
G0

0J
0
nZ

M
0

3

75Xt�1 (I.16)

Moreover:

((X 0
t�1M)⌦ InZ

)G1Xt�1 =

2

64
X
0
t�1G0

1J
0
1M

0
Xt�1

...
X
0
t�1G0

1J
0
nZ

M
0
Xt�1

3

75=

2

64
vec(G0

1J
0
1M

0)0vec(Xt�1X
0
t�1)

...
vec(G0

1J
0
nZ

M
0)0vec(Xt�1X

0
t�1)

3

75
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=

2

64
vec(G0

1J
0
1M

0)0
...

vec(G0
1J

0
nZ

M
0)0

3

75vec(Xt�1X
0
t�1). (I.17)

Using (I.16) and (I.17) in (I.15), we obtain:

SZ(Xt�1)S�1(FQ�F)Xt�1

=

2

64
G0

0J
0
1S�1(FQ�F)

...
G0

0J
0
nZ

S�1(FQ�F)

3

75

| {z }
=:eG0

Xt�1 +

2

64
vec(G0

1J
0
1S�1(FQ�F))0

...
vec(G0

1J
0
nZ

S�1(FQ�F))0

3

75

| {z }
=:eG1

vec(Xt�1X
0
t�1) (I.18)

Using (I.14) and (I.18) in (I.13) leads to (35) and proves Prop. 4.

I.5 Proof of Proposition 5
We have:

EQ
t (exp(u0Yt+1))

= EQ
t (exp(u0

X
Xt+1 +u

0
Z
Zt+1 +u

0
XX

vec[Xt+1X
0
t+1]))

= EQ
t (exp(u0

X
(µQ+FQ

Xt +SeQ
t+1)+

u
0
Z
{µQ

Z
+FZZt +FQ

ZX
Xt +FQ

ZXX
vec(XtX

0
t
)+SZ(Xt)eQt+1}+u

0
XX

vec[Xt+1X
0
t+1]))

= exp(u0
X

µQ+u
0
X

FQ
Xt +u

0
Z

µQ
Z
+u

0
Z
FZZt +u

0
Z
FQ

ZX
Xt +u

0
Z
FQ

ZXX
vec(XtX

0
t
))⇥

EQ
t (exp(u0

X
SeQ

t+1 +u
0
Z
SZ(Xt)eQt+1 +u

0
XX

vec[Xt+1X
0
t+1])). (I.19)

Let us focus on the last term:

vec[Xt+1X
0
t+1] = vec[(µQ+FQ

Xt +SeQ
t+1)(µ

Q+FQ
Xt +SeQ

t+1)
0]

= vec

⇣
µQµQ0

+µQ
X
0
t
FQ0

+FQ
Xt µQ0

+µQeQ
t+1

0
S0+SeQ

t+1µQ0

+FQ
XtX

0
t
FQ0

+FQ
XteQt+1

0
S0+SeQ

t+1X
0
t
FQ0

+SeQ
t+1eQ

t+1
0
S0
⌘

= vec(µQµQ0
)+(I

n
2
X

+LnX
)(FQ⌦µQ)Xt +(FQ⌦FQ)vec(XtX

0
t
)

+(I
n

2
X

+LnX
)(S⌦ [µQ+FQ

Xt ])eQt+1 +(S⌦S)vec(eQ
t+1eQ

t+1
0
),

where LnX
is the commutation matrix of dimension n

2
X
⇥ n

2
X

(see the proof of Lemma 1). Since
vec

�1(uXX) is a nX ⇥ nX symmetric matrix (by assumption), it comes that uXX = LnX
uXX . As a

result:

u
0
XX

vec[Xt+1X
0
t+1] = u

0
XX

vec(µQµQ0
)+2u

0
XX

(FQ⌦µQ)Xt +u
0
XX

(FQ⌦FQ)vec(XtX
0
t
)

+2u
0
XX

(S⌦ [µQ+FQ
Xt ])eQt+1 +u

0
XX

(S⌦S)vec(eQ
t+1eQ

t+1
0
).
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Using the previous expression in (I.19), we obtain:

EQ
t (exp(u0Yt+1)) =

exp{u
0
X

µQ+u
0
XX

vec(µQµQ0
)+u

0
Z

µQ
Z

+(u0
X

FQ+2u
0
XX

(FQ⌦µQ)+u
0
Z
FQ

ZX
)Xt +u

0
Z
FZZt

+(u0
Z
FQ

ZXX
+u

0
XX

(FQ⌦FQ))vec(XtX
0
t
)}⇥

EQ
t

⇣
exp

⇣h
u
0
X

S+2u
0
XX

(S⌦µQ)+2u
0
XX

(S⌦ [FQ
Xt ])+u

0
Z
SZ(Xt)

i
eQ

t+1 +u
0
XX

(S⌦S)vec(eQ
t+1eQ

t+1
0
)
⌘⌘

.

The last conditional expectation is similar to that appearing in (I.8); that is, it is of the form:

EQ
t

⇣
v
⇤(u,Xt)

0eQ
t+1 + eQ

t+1
0
V (u)eQ

t+1

⌘
, (I.20)

with
v
⇤(u,Xt)

0 = u
0
X

S+2u
0
XX

(S⌦µQ)+2u
0
XX

(S⌦ [FQ
Xt ])+u

0
Z
SZ(Xt),

and V (u) is as in (I.11).
We can proceed as in (I.12) to show that v

⇤(u,Xt) is affine in Xt . This leads to

v
⇤(u,Xt) = v

⇤
0(u)+ v

⇤
1(u)Xt ,

with ⇢
v
⇤
0(u) = S0

uX +2(S0 ⌦µQ0
)uXX +(Ine ⌦u

0
Z
)G0

v
⇤
1(u) = (Ine ⌦u

0
Z
)G1 +2S0

vec
�1(uXX)FQ.

(I.21)

We can apply Lemma 2 to evaluate (I.20). This leads to the result presented in Prop. 5.

I.6 Proof of Prop. 7
The price of a h-period nominal bond is given by

P
$
t,h = Et(Mt,t+h exp(�pt+1 � · · ·�pt+h))

= Et

✓
Mt,t+h

Et(Mt,t+h)
Et(Mt,t+h)exp(�pt+1 � · · ·�pt+h)

◆

= EQ
t

�
Et(Mt,t+h)exp(�pt+1 � · · ·�pt+h)

�

= EQ
t (exp(�rt � · · ·� rt+h�1 �pt+1 � · · ·�pt+h)) .

We have:

P
$
t,h+1 = EQ

t

⇣
exp(�rt �pt+1)P

$
t+1,h

⌘

= EQ
t

�
exp

⇥
�(h⇤

0 +h⇤
1
0
Xt)�µp,0 �µ 0

p,ZZt+1 �µ 0
p,X Xt+1 �µ 0

p,XX
vec(Xt+1X

0
t+1)

+a
$
h
+b

$
h

0
Xt+1 + c

$
h

0
Zt+1 +d

$
h

0
vec(Xt+1X

0
t+1)

i⌘

= exp(�h⇤
0 �h⇤

1
0
Xt �µp,0 +a

$
h
)⇥
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First- and second-order moments of Yt

EQ
t

✓
exp


(b$

h
�µp,X)

0
Xt+1 +

⇣
c

$
h
�µp,Z

⌘0
Zt+1 +(d$

h
�µp,XX)

0
vec(Xt+1X

0
t+1)

�◆

= exp(�h⇤
0 �h⇤

1
0
Xt �µp,0 +a

$
h
)⇥

exp
h
yQ

Y,0(uh)+yQ
Y,X(uh)

0
Xt +yQ

Y,Z(uh)
0
Zt +yQ

Y,XX
(uh)

0
vec(XtX

0
t
)
i
,

where uh is as defined in (41). This gives the result.

II First- and second-order moments of Yt

In this section, we derive the first-order and second-order moments of Yt . We consider conditional
moments, say Et(Yt+1), and unconditional moments, as E(Yt).

Proposition 9. Under Assumptions A.2 and A.3, the conditional expectation and variance

of process Yt (with Yt = [X 0
t
,Z0

t
,vech(XtX

0
t
)0]0) are given by:

Et(Yt+1) =


∂

∂u
yY,0(u)

�

u=0
+


∂

∂u
yY,1(u)

0
�

u=0
Yt (II.1)

vec(Vart(Yt+1)) = Q0 +Q1Yt , (II.2)

where

Q0 =


∂ 2

∂u∂u0
yY,0(u)

�

u=0
,

and where Q1 is such that its ((i�1)nY + j)th
row is:


∂ 2

∂ui∂u j

yY,1(u)
0
�

u=0
.

Proof. Since we have:

∂
∂u

Et(exp(u0Yt+1)) = Et(Yt+1 exp(u0Yt+1)),

it comes that
∂

∂u
Et(exp(u0Yt+1))

����
u=0

= Et(Yt+1).

Now, according to Prop. 2, we have Et(exp(u0Yt+1)) = exp(yY,0(u)+yY,1(u)0Yt). Hence, we also
have: 

∂
∂u

Et(exp(u0Yt+1))

�

u=0
=


∂

∂u
yY,0(u)

�

u=0
+


∂

∂u
yY,1(u)

0
�

u=0
Yt ,

using, in particular, that yY,0(0) = 0 and yY,1(0) = 0 since Et(exp(00Yt+1)) = 1. The variance
result is obtained in a similar way.
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Corollary 1. Under Assumptions A.2 and A.3, the dynamics of Yt admits the following

vector auto-regressive representation:

Yt+1 = µY +FYYt +S
1
2
Y
(Yt)eY,t+1, (II.3)

where eY,t+1 is a martingale difference sequence satisfying Vart(eY,t+1) = InY
(identity ma-

trix of dimension nY ⇥nY ), and where

µY =


∂

∂u
yY,0(u)

�

u=0
, FY =


∂

∂u
yY,1(u)

0
�

u=0
,

vec(SY (Yt)) := vec


S

1
2
Y
(Yt)S

1
2
Y
(Yt)

0�
= Q0 +Q1Yt ,

Q0 and Q1 being given in Prop. 9.

Corollary 2. Under Assumptions A.2 and A.3, we have:

Et(Yt+h) = (InY
�FY )

�1(InY
�Fh

Y
)µY +Fh

Y
Yt

vec [Vart(Yt+h)] = vec

h
SY (Yt)+FY SY (Yt)F0

Y
+ · · ·+Fh�1

Y
SY (Yt)Fh�1

Y

0i

=
⇣

I
n

2
e
+FY ⌦FY + · · ·+Fh�1

Y
⌦Fh�1

Y

⌘
(Q0 +Q1Yt)

=
⇣

I
n

2
e
+FY ⌦FY + · · ·+(FY ⌦FY )

h�1
⌘
(Q0 +Q1Yt)

=
⇣

I
n

2
e
�FY ⌦FY

⌘�1⇣
Ine � (FY ⌦FY )

h

⌘
(Q0 +Q1Yt).

Corollary 3. Under Assumptions A.2 and A.3, we have:

E(Yt) = (InY
�FY )

�1µY

vec[Var(Yt)] =
⇣

I
n

2
Y

�FY ⌦FY

⌘�1
vec

⇥
SY

�
(Id �FY )

�1µY

 ⇤
.

Corollary 4. Under Assumptions A.2 and A.3, we have:

Cov(Yt ,Yt+h) = Var(Yt)(Fh

Y
)0.

Proof. We have:

Cov(Yt ,Yt+h) = E(YtY
0

t+h
)�E(Yt)E(Yt)

0 = E(YtEt(Yt+h)
0)�E(Yt)E(Yt)

0

= E(Yt [(InY
�FY )

�1(InY
�Fh

Y
)µY +Fh

Y
Yt ]

0)�E(Yt)E(Yt)
0
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= E(Yt µ 0
Y
(InY

�Fh

Y
)0(InY

�F0
Y
)�1 +YtY

0
t
(Fh

Y
)0)�E(Yt)E(Yt)

0

= (InY
�FY )

�1µY µ 0
Y
(InY

�Fh

Y
)0(InY

�F0
Y
)�1 +E(YtY

0
t
)(Fh

Y
)0 �E(Yt)E(Yt)

0

= (InY
�FY )

�1µY µ 0
Y
(InY

�F0
Y
)�1(InY

�Fh

Y
)0+E(YtY

0
t
)(Fh

Y
)0 �E(Yt)E(Yt)

0

= E(Yt)E(Yt)
0(InY

�Fh

Y
)0+E(YtY

0
t
)(Fh

Y
)0 �E(Yt)E(Yt)

0,

which gives the result.
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III Real term premiums in the Consumption Capital Asset Pric-
ing Model

III.1 Term premiums and conditional covariances of the SDF
The term premium of maturity n is defined as the difference between the yield-to-maturity of a
bond of maturity n and the one that would prevail under the expectation hypothesis. That is:

T Pt,n =�1
n

logEtMt,t+n +
1
n

logEt exp(�rt � rt+1 � · · ·� rt+n�1).

The following proposition shows how term premiums can be expressed as a conditional covari-
ance involving future stochastic discount factors (SDFs) and their expectations.

Proposition 10. If the log SDF mt+1 = log(Mt,t+1) is Gaussian and homoskedastic, we

have:

T Pt,n = �1
n
Covt(mt+1 �Et(mt+1)+ · · ·+mt+n�1 �Et+n�2(mt+n�1),

Et+1(mt+2)+ · · ·+Et+n�1(mt+n)).

Proof. We have

T Pt,n :=�1
n

logEt(exp(mt+1 + · · ·+mt+n))+
1
n

logEt(exp(�rt � · · ·� rt+n�1)).

Since mt+1 is Gaussian, we have

exp(�rt) = Et exp(mt+1) = Et(mt+1)+
1
2
Vart(mt+1).

As a consequence:

T Pt,n = �1
n

logEt(exp(mt+1 + · · ·+mt+n))+

1
n

logEt

✓
exp

✓
Et(mt+1)+

1
2
Vart(mt+1)+ · · ·+Et+n�1(mt+n)+

1
2
Vart+n�1(mt+n)

◆◆
.

Under homoskedasticity, we have Vart(mt+1) = s2
m

, say, for any t. This gives:

T Pt,n =
1
2

s2
m
� 1

n
logEt(exp(mt+1 + · · ·+mt+n))+

1
n

logEt (exp(Et(mt+1)+ · · ·+Et+n�1(mt+n))) .

Using that mt+1 + · · ·+mt+n is Gaussian , we obtain:

T Pt,n =
1
2

s2
m
� 1

2n
Vart [mt+1 + · · ·+mt+n]+

1
2n

Vart [Et(mt+1)+ · · ·+Et+n�1(mt+n)] .
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Let us focus on Vart [mt+1 + · · ·+mt+n]. Since mt+1 = [mt+1 �Et(mt+1)]+Et(mt+1), we get:

Vart [mt+1 + · · ·+mt+n]

= Vart [{mt+1 �Et(mt+1)}+ · · ·+{mt+n �Et+n�1(mt+n)}]
+Vart [Et(mt+1)+ · · ·+Et+n�1(mt+n)]

+2Covt(mt+1 �Et(mt+1)+ · · ·+mt+n �Et+n�1(mt+n),Et(mt+1)+ · · ·+Et+n�1(mt+n)).

Using Vart [{mt+1 �Et(mt+1)}+ · · ·+{mt+n �Et+n�1(mt+n)}] = ns2
m

leads to the result.

Proposition 10 implies in particular, for n = 2:

T Pt,2 = �1
n
Covt(mt+1,Et+1(mt+2)). (III.1)

Hence, to have a positive two-period real term premium, we must have Covt(mt+1,Et+1(mt+2))<
0.

III.2 A simple trend-cycle decomposition of consumption
Consider a simplified version of the model developed in the paper, with the aim of exploring
analytically the slope of the term structure of real term premiums. Assume that date-t consumption,
denoted by Ct , is given by:

Ct =C
⇤
t

exp(zt),

where C
⇤
t

can be interpreted as the consumption trend and zt is its cyclical component (or output
gap). Using small letters for logarithms, we get:

ct = c
⇤
t
+ zt .

Denoting the trend growth rate by gt , i.e.,

gt = c
⇤
t
� c

⇤
t�1 = Dc

⇤
t
,

we obtain:
Dct = gt + zt � zt�1.

Assume that both gt and zt follow auto-regressive processes of order one:

gt = (1�rg)µg +rggt�1 +ht

zt = rzzt�1 +nt ,

where ht ⇠ i.i.d.N (0,sg) and nt ⇠ i.i.d.N (0,sz) (Note that what precedes implies, in particular,
that E(Dct) = µg.)

For simplicity, we replace the Epstein-Zin preferences used in the paper with power-utility
time-separable preferences. In that case, as is well-known, the stochastic discount factor between

12
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dates t and t +1 is given by:

Mt,t+1 = d
✓

Ct+1

Ct

◆�g
= exp[log(d )� gDct+1],

and, therefore, mt+1 = logMt,t+1 = log(d )� gDct+1. In this context, Proposition 10 implies (this
is eq. III.1):

T Pt,2 =�g2

2
Covt [Dct+1,Et+1(Dct+1)].

Since
Covt [Dct+1,Et+1(Dct+1)] = rgs2

g
+(rz �1)s2

z
, (III.2)

we obtain:

T Pt,2 =
g2

2
[�rgs2

g
+(1�rz)s2

z
],

which is positive if:
(1�rz)s2

z
> rgs2

g
,

that is, if the contribution of the cyclical component dominates in Covt [Dct+1,Et+1(Dct+1)].

Figure III.1: Average term structure of real interest rates
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Notes: Term structures of real interest rates obtained for xt = [µg,0,0]0, with µg = 0.02, g = 2, d = 1, rg = 0.9,
rz = 0.8, sz = 0.02, and different values of sg. The pricing formulas are those given in Proposition 11.

Figure III.1 extends this analysis for long horizons (using the pricing formulas of Proposi-
tion 10). It confirms that the real term premium real term premiums can be upward sloping if sg is
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small enough compared to sz (at least between horizons one and two). In particular, if s2
g
= 0, the

term premium is positive. In that case, agents know that, if a bad state of the world materializes
in the next date (i.e., nt+1 < 0), then the expected one-period-ahead growth, as of date t + 1, will
then be positive – since agents will then expect the output gap to close – which will translate into
a higher rt+1. Alternatively put, as of date t, agents know that Pt+1,1 will decrease in bad states of
the world, and vice versa. This implies that a two-period bond does not hedge against bad states
of the world, which generates a positive term premium.

In several papers that consider term structures of real rates in a structural framework, con-
sumption growth is essentially based on autoregressive processes akin to gt (this is notably the
case when the model only consider a stochastic autoregressive productivity process). Hence, in
these contexts, the term structure of real rates is necessarily downward sloping.

Proposition 11. The model described in Appendix III.2 can be cast into a VAR form:

xt =

2

4
gt

zt

zt�1

3

5=

2

4
µg(1�rg)

0
0

3

5

| {z }
=µ

+

2

4
rg 0 0
0 rz 0
0 1 0

3

5

| {z }
=F

2

4
gt�1
zt�1
zt�2

3

5+

2

4
ht

nt

0

3

5

| {z }
=et

. (III.3)

Using the previous notations, the price of a (real) zero-coupon bond of maturity h is given

by

Pt,h = exp(ah +b
0
h
xt),

where ⇢
ah+1 = log(d )+ah +(bh � ga)0µ + 1

2(bh � ga)0W(bh � ga)
bh+1 = F0(bh � ga),

with

W =

2

4
s2

g
0 0

0 s2
z

0
0 0 0

3

5 ,

and a0 = 0, b0 = 0.

Proof. With the notation introduced in (III.3), we have:

Dct =
⇥

1 1 �1
⇤

| {z }
=a 0

xt ,

and, therefore,
Mt,t+1 = exp(log(d )� ga 0

xt+1).

Hence:

Pt,h+1 = Et(Mt,t+1Pt+1,h) = Et(exp[log(d )� ga 0
xt+1 +ah +b

0
h
xt+1])

= Et(exp[log(d )+ah +(bh � ga)xt+1])

14
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= Et(exp[log(d )+ah +(bh � ga)0(µ +Fxt + et+1)])

= exp[log(d )+ah +(bh � ga)0(µ +Fxt)]Et(exp[(bh � ga)0et+1])

= exp


log(d )+ah +(bh � ga)0(µ +Fxt)+
1
2
(bh � ga)0W(bh � ga)

�
,

which leads to the result.

III.3 Implications of the trend/cycle specification on consumption moments
This appendix explores the implications of the trend-cycle representation of consumption growth
on conditional and unconditional moments of consumption growth. Specifically, we examine how
these moments compare to those derived from models where consumption growth is purely autore-
gressive (i.e., with sz in our model).

We focus on the following moments: the conditional and unconditional correlations between
consumption and expected consumption (Corrt�1(Dct ,EtDct+1) and Corr(Dct ,EtDct+1)), the au-
tocorrelation of consumption growth (Corr(Dct ,Dct+1)), and the autocorrelation of expected con-
sumption (Corr(Et�1Dct ,EtDct+1)).

Take the first moment. In the context of the model described in Section 1, we have:

Corrt [Dct+1,Et+1(Dct+2)] =
rgs2

g
+(rz �1)s2

zq
s2

g
+s2

z

q
r2

g
s2

g
+(1�rz)2s2

z

.

This correlation takes extreme values when sg = 0, in which case it is equal to �1, and when
sz = 0, in which case it is equal to 1. With our estimated specification, shown in Table 2, it is equal
to �0.979 (see Table III.1). It is possible to compute an empirical equivalent to this moment by
using SPF data. Indeed, assuming homoskedastic processes, we have:

E[Corrt�1(Dct ,EtDct+1)] =
E[(Dct �Et�1Dct)(EtDct+1 �Et�1Dct+1)]p

Var(Dct �Et�1Dct)
p
Var(EtDct+1 �Et�1Dct+1)

.

To compute an empirical counterpart of this expression, we need observations of EtDct+1 and
EtDct+2. Proxies for these can be calculated from the mean GDP forecasts of professional forecast-
ers (Philadelphia Federal Reserve Bank), substituting consumption with GDP growth. The findings
are presented in Table III.1 (first row). Focusing on the last 30 years, the empirical correlation is
approximately �40%, which is closer to �1 than to 1, suggesting a preference for consumption
growth models that incorporate an output gap (versus a purely autoregressive model).

Let us turn to the unconditional correlation between consumption and expected consumption.
Setting rgz = 0 (i.e., neglecting the hysteresis effect), one can show that the model-implied uncon-
ditional correlation is given by:

Corr(Dct ,Et(Dct+1)) =

rg

1�r2
g

s2
g
� 1�rz

1+rz
s2

z

q
1

1�r2
g

s2
g
+ 2

1+rz
s2

z

r
r2

g

1�r2
g

s2
g
+ 1�rz

1+rz
s2

z

.
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It can be seen that, when sz = 0 (no output gap), this correlation is still extreme, as it is equal to
one. It is not the case for sg = 0. In the latter case, we have:

Corr(Dct ,Et(Dct+1)) =�
r

1�rz

2
.

The second row of Table III.1 compares the correlation Corr(Dct ,Et(Dct+1)), based on different
specifications, with empirical correlations. The empirical correlations are relatively close to zero,
aligning more closely with output-gap models than with models that include only an autoregressive
component only (gt in our model).

Next, consider the autocorrelation of consumption growth (see the third line of Table III.1). In
the data, this autocorrelation is close to zero, which is also the case for our baseline specification.
By contrast, for g-only models, this autocorrelation is equal to rg, and therefore too high compared
to the data when rg is close to one.

The last row of Table III.1 addresses the autocorrelation of expected consumption growth. The
model-implied values are close to one across the considered specifications (with or without g/z
components), exceeding the empirical correlations, which range from 65% to 75%.

Overall, this analysis indicates that incorporating an output gap leads to a better alignment of
model-implied and empirical correlations between consumption growth and its lag or expectations
(compared to a model where consumption growth is solely autoregressive).

Table III.1: Correlations between consumption growth and expectations

Model Data
no z no g rgz = 0 basel. 1969-2024 1994-2024

GDP PCE GDP PCE
Corrt�1(Dct ,EtDct+1) 1.000 �1.000 �0.979 �0.979 �0.160 �0.447 �0.427 �0.447
Corr(Dct ,EtDct+1) 1.000 �0.166 �0.105 �0.134 0.267 0.091 �0.032 0.041
Corr(Dct ,Dct+1) 0.990 �0.020 �0.015 �0.017 �0.004 0.107 �0.154 �0.073
Corr(Et�1Dct ,EtDct+1) 0.990 0.959 0.969 0.964 0.755 0.755 0.651 0.651

Notes: This table compares model-implied (auto)correlations to empirical counterparts. The “basel.” column corre-
sponds to the model presented in Section 1, whose parameterization is detailed in Table 2. The previous columns
correspond to the same model, but with sz = 0 (“no z” column), sg = 0 (“no g” column), and no hysteresis effects
(“rgz = 0” column). Two sample periods are considered: 1969Q2-2024Q1 and 1994Q1-2024Q1. Data for Et�1Dct

and Et�1Dct+1 are based on the US SPF, extracted from the Philadelphia Federal Reserve Bank website. For empirical
moments, while forecasts are always expected GDP growth rates, Dct is either based on GDP or Personal Consump-
tion Expenditures (PCE) data, extracted from the FRED database. While the last three lines report unconditional
correlations; the first line reports average conditional correlations.

III.4 The relevance of hysteresis effects for the term structure of real rates
Section 1.5 discussed the main model ingredients for generating an upward-sloping real term struc-
ture. This annex analyses the amplifying hysteresis channel in more depth.

In our specifications, hysteresis effects are introduced through parameter rgz (see eq. 1): if
rgz > 0, periods of negative output gap (zt) imply reductions in the trend of consumption growth
(gt). Hence, a recession (zt < 0) is a bad state of the world for two compounded reasons: (i) by
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definition, consumption is low – below it trend – when zt < 0, and (ii) when rgz > 0, the fact that
zt < 0 reduces expected trend growth rate. This is illustrated by the lower plots of Figure III.2,
which compare the response of the consumption level (ct) to increases in zt in two situations: no
hysteresis effect (rgz = 0) for the left plot and existence of an hysteresis effect (rgz > 0) for the
right plot. The key difference is that while the effect completely dies out when rgz = 0, it is not
the case when rgz > 0. Consequently, for a given state of recession, hysteresis effects worsen
consumption prospects, leading to higher risk prices which, in turn, amplifies forward premiums.

The upper plots of Figure III.2 illustrate the influence of hysteresis effects on real term pre-
miums. Term premiums appear to be larger when rgz > 0 (i.e., with hysteresis effect, right plot),
than when rgz = 0 (left plot). Figure III.3 shows how the term premiums depend on the coefficient
of risk aversion, for the values of sz and sg indicated on Figure III.2 with red dots. Real term
premiums appear to be more sensitive to the coefficient of risk aversion with hysteresis effects.
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Figure III.2: Real term premium and hysteresis effect
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Notes: This figure illustrates the influence of the permanent and transitory and permanent consumption shocks, as well
as the hysteresis effect, on the real term premium. The real term premium is defined in (23); it is given by E(rt,40�rt,1);
it is also the average slope of the term structure of real rates. Only the real part of the model is concerned (i.e., eqs.
1, 2, 12), agents feature Epstein-Zin preferences (see Subsection 1.2), with a constant coefficient of risk aversion.
The left plots correspond to the case where rgz = 0 – the situation with no hysteresis effects; by contrast, there is an
hysteresis effect in the model underlying the right plots. The upper plots show how the real term premium depends on
sg and sz, that are the respective standard deviations of the shocks affecting the persistent component of consumption
growth (gt ) and the transitory component of the cyclical component of consumption level (zt ). The lower plots show
the impulse response functions of (log) consumption ct to a unit increase in zt ; the bottom-right plot shows that, in
a context of hysteresis, these shocks (ez,t ) have a permanent effect on consumption. The upper plots show that real
term premium positively depend on sz and negatively on sg. The top-right plot also shows that, when sg is low, the
hysteresis effects allow to generate higher (positive) real term premiums. The model parameterization is as follows:
rz = 0.8, rg = 0.9, µc = 2%, gt = µg,0 = 10. The red dots indicate the values of sz and sg used in Figure III.3.
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Figure III.3: Real term premium, hysteresis effect, and risk aversion
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Notes: This figure illustrates the influence of the risk aversion coefficient on the term premium. The real term premium
is defined in (23)); it is given by E(rt,40�rt,1); it is also the average slope of the term structure of real rates. We consider
two models: one is with hysteresis effects (rgz > 0, solid line) and the other is without hysteresis effects (rgz = 0, dotted
line). Only the real part of the model is concerned (i.e., eqs. 1, 2, 12), agents feature Epstein-Zin preferences (see
Subsection 1.2), with a constant coefficient of risk aversion g . We consider different values of the coefficient of risk
aversion (x axis). The model parameterization is as follows: rz = 0.8, rg = 0.9, µc = 2%, gt = µg,0 = 10. The values
of sz and sg are those indicated by red dots in Figure III.2; for the model with hysteresis effects: rgz = 0.003. The
vertical bar indicates the value of the coefficient of risk aversion used in Figure III.2.
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