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The supplementary material is organized as follows:

• Section I gathers the proofs of the propositions of Section 2 of the paper.

• Section II presents the formulas we use to compute bond prices, CDS spreads, and probabilities

of default. They are presented in the context of a framework that is more general than the one

presented in the main text. The last subsection of this appendix (Subsection II.4) illustrates the

quality of these approximations. For this, we exploit the stylized model of Subsection 2.3 of the

paper. (Indeed, we can employ compute prices in the latter context (using numerical solutions);

this allows us to verify our analytical approximate formulas.)

• Section III presents results of regressions where the surplus threshold is the dependent variable.

• Section IV provides details on the data.

• Section V contains additional tables and figures (baseline estimation).

• Section VI presents robustness analyses.



I. Proofs of Section 2

I.1. Proof of Proposition 1

Let us denote by It the proceeds of date-t issuances and by Xt the resulting first payments (settled

on date t + 1). By definition of qt, the yield-to-maturity associated with the perpetuity, we have:

It =
•

Â
j=1

cj�1Xt

(1 + qt)j =
Xt

1 + qt � c
.

Consider the date-t (residual) face value of the issuances that took place on date t � h. According

to the concept of nominal valuation of debt securities (see International Monetary Fund, Bank for

International Settlements and European Central Bank, 2015), this face value is computed as the sum

of future associated payoffs ch+1Xt�h, ch+2Xt�h, . . . , discounted using the issuance yield-to-maturity

that materialized on date t � h, that is qt�h. This is equal to ch It�h. As a consequence, and because

current debt Dt is the sum of the (residual) face values of all past issuances (for h � 0), we obtain:

Dt ⌘ It + cIt�1 + c2 It�2 + · · · = It + cDt�1. (I.1)

Using Xt = (1+ qt �c)It = (1+ qt �c)(Dt �cDt�1), past debt issuances give rise to the following

debt payments on date t + 1:

CFt+1 = Xt + cXt�1 + c2Xt�2 + . . .

= (1 + qt � c)(Dt � cDt�1) +

c(1 + qt�1 � c)(Dt�1 � cDt�2) + c2(1 + qt�2 � c)(Dt�2 � cDt�3) + . . .

= Dt � cDt + qt(Dt � cDt�1) + cqt�1(Dt�1 � cDt�2) + c2qt�2(Dt�2 � cDt�3) + . . . (I.2)

Let us now take a cash-flow perspective. On date t, the sum of the issuance proceeds (It) and of the

primary budget surplus (St) has to equate date-t payments associated with previous issuances (CFt).

That is: It = CFt � St. Using Eq. (I.1), we get:

Dt+1 � cDt = CFt+1 � St+1. (I.3)

Substituting for CFt (Eq. I.2) into Eq. (I.3), we have:

Dt+1 = Dt � St+1 +

qt(Dt � cDt�1) + cqt�1(Dt�1 � cDt�2) + c2qt�2(Dt�2 � cDt�3) + . . .
| {z }

interest payments on date t + 1 ⌘ Rt+1

, (I.4)

which proves Proposition 1.
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I.2. Proof of Proposition 2

Let us determine how Pt depends on qt+1. On date t + 1, the payoff of the perpetuity is:
8
<

:
1 + cPt+1 if Dt+1 = 0,

RR + Et+1
�
Â•

h=2 Mt+1,t+hch�1RR
�

if Dt+1 = 1.
(I.5)

In the stylized model (described in Subsections 2.1 to 2.3), the s.d.f. is given by

Mt,t+1 = d exp(gby(Dt+1 �Dt)� µ). (I.6)

Therefore, after a default on date t + 1 (which implies Dt+k = 1 for all k > 0), the s.d.f. becomes

deterministic:

Mt+1,t+1+h = Mt+1,t+2 ⇥ · · ·⇥Mt+h�1,t+h = exp(log(d)� µ)h. (I.7)

Using Eqs. (I.5) and (I.7), we have:

Pt = Et

 
Mt,t+1

"
Dt+1RR

 
1 +

•

Â
h=1

exp(log(d)� µ)hch

!
+ (1 �Dt+1)(1 + cPt+1)

#!

= Et

✓
Mt,t+1


Dt+1

RR
1 � c exp(log(d)� µ)

+ (1 �Dt+1)(1 + cPt+1)

�◆
.

Eq. (8) is obtained by rearranging the terms of the previous equation, using Eq. (I.6), together with

Pt = 1/(1 + qt � c), and Pt+1 = 1/(1 + qt+1 � c).

I.3. Proof of Proposition 3

We have:

Bt,h = Et
�

exp(h log(d)� hµ + gbyDt+h)(1 � [1 � RR]Dt+h)|Dt = 0
�

= Et
�

exp(h log(d)� hµ){1 � [1 � RR exp(byg)]Dt+h}|Dt = 0
�
,

which gives Eq. (10).

Turning to the probabilities of default, we have:

ph(dt, dt�1, rt) = Et
�
Et+1

�
Dt+h|Dt = 0

�
|Dt = 0

�

= Et
�
Dt+1 + (1 �Dt+1)ph�1(dt+1, dt, rt+1)|Dt = 0

�

= Et
�
Dt+1[1 � ph�1(dt+1, dt, rt+1)] + ph�1(dt+1, dt, rt+1)|Dt = 0

�
,

which proves Eq. (11).
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I.4. Proof of Corollary 1

According to Eq. (10), when RR exp(byg) = 1, we have Bt,h = exp(h log(d) � hµ). Since Pt =

Â•
h=1 ch�1Bt,h, this gives:

Pt =
•

Â
h=1

ch�1(exp(log(d)� µ))h = exp(log(d)� µ)
•

Â
h=0

(c exp(log(d)� µ))h

=
d exp(�µ)

1 � cd exp(�µ)
.

Using Pt = 1/(1 + qt � c) leads to the expression of qt given in Corollary 1.

I.5. Short-term risk-free rate

The following proposition gives an explicit formula for the short-term risk-free real rate in the

context of our stylized model.

Proposition 4. In the context of the model described in Subsections 2.2 to 2.1, and if Dt = 0, the one-period

risk-free real rate is given by:

rt = µ � log(d)

� log
⇣

exp(gby) + (1 � exp(gby))Et

h
exp(�lt+1)

i⌘
,

where

Et

h
exp(�lt+1)

i
= F

✓
�b ⇥ (dt�1 � d⇤) + s⇤

ss

◆
+

F
✓

b ⇥ (dt�1 � d⇤)� s⇤ � s2
s

ss

◆
e�b⇥(dt�1�d⇤)+s⇤+s2

s /2.

(And rt = µ � log(d) if Dt = 1.)

Proof. The short-term risk-free real rate is given by rt = � log(Et(Mt,t+1)). Using Eq. (6)—i.e., Mt,t+1 =

exp(log(d)� µ + gby(Dt+1 �Dt)))—, we have:

rt = µ � log(d)� log Et
⇥
exp(gby(Dt+1 �Dt))

⇤
= µ � log(d)� yt(gby),

where yt is the log-Laplace transform of Dt+1 �Dt, that is: yt(u) = log Et[exp(u(Dt+1 �Dt))]. It is

easily seen that yt(u) = 0 when Dt = 1. Let us consider the case where Dt = 0:

Et[exp(u(Dt+1 �Dt))|Dt = 0] = Et[Et[exp(uDt+1)|ht+1,Dt = 0]|Dt = 0]

= Et [exp(�lt+1) + exp(u)(1 � exp(�lt+1))] ,
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where lt+1 is the default intensity, given by a max(0, st+1 � s⇤) = a max(0, b⇥ (dt�1 � d⇤)+ ht+1 � s⇤).

Using standard results on the truncated normal distribution, it comes that:

Et [exp(�max(0, b ⇥ (dt�1 � d⇤) + ht+1 � s⇤))]

= F
✓
�b ⇥ (dt�1 � d⇤) + s⇤

ss

◆
+ F

✓
b ⇥ (dt�1 � d⇤)� s⇤ � s2

s
ss

◆
e�b⇥(dt�1�d⇤)+s⇤+s2

s /2,

which proves the proposition.
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II. Pricing bonds and CDS in the extended framework

This section presents the formulas used to value bonds, CDSs, and perpetuities in the context of

our extended model. Subsection II.1 starts by presenting three assumptions that describe a generic

econometric framework of which our model is a specific case. Subsection II.2 presents propositions

and lemmas that underlie our pricing formulas. The latter are presented in Subsection II.3. Finally,

Subsection II.4 illustrates the quality of these approximations. For this, we exploit the stylized model

of Subsection 2.3 of the paper. Indeed, we can employ compute prices in the latter context (using

numerical solutions); this allows us to verify our analytical approximate formulas.

II.1. Assumptions

Assumption 1. wt follows an exogenous Gaussian VAR process, that is:

wt = Fwwt�1 + Sw#t, (II.1)

with #t ⇠ i.i.d.N (0, Id).

The full state vector xt is of the form xt = [w0
t, •0]0, where • denotes a vector of additional variables (that

may correlate to wt). As long as Dt = 0, xt’s dynamics also takes the form of a Gaussian VAR(1) process:

xt = µx + Fxxt�1 + Sx#t. (II.2)

Because wt coincides with the first entries of xt, we necessarily have:

µx =

2

4 0{nw⇥1}

•

3

5 , Fx =

2

4 Fw •

• •

3

5 , and Sx =

2

4 Sw

•

3

5 .

Finally, we denote by xt the process that follows (II.2) whatever the default status of the government. That is,

xt = xt as long as Dt = 0. Since the #t’s are exogenous, it comes that Dt does not Granger-cause xt (while it

may Granger-cause xt).

Assumption 2. The nominal stochastic discount factor is given by:

Mn
t,t+1 = exp

⇥
j0 + j0

1wt+1 + j2(Dt+1 �Dt)
⇤

. (II.3)
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Specifically, in the framework described in Section 2, we have (starting from Eq. 6):

Mn
t,t+1 = exp(log(d)� g(Dyt+1 � µ)� µ � pt+1)

= exp(log(d)� µ � µp � (gsy + sp)
0wt+1 + (gby + bp)(Dt+1 �Dt))

= exp(j0 + j0
1wt+1 + j2(Dt+1 �Dt)), (II.4)

which corresponds to (II.3), with j0 = log(d)� µ � µp, j1 = �(gsy + sp), and j2 = gby + bp.

Assumption 3. Denoting by It the information available on date t (i.e., It = {xt, xt�1, . . . }), the probability

of default is given by:

P(Dt+1 = 1|Dt = 0, wt+1, It) = 1 � exp(�max(0, l(xt+1))| {z }
=l(xt+1)

),

with l(xt+1) = a + b0xt+1, where xt is of the form xt = [w0
t, •0]0, where • denotes a vector of additional

variables (that may correlate to wt).

[Note that since l(xt+1) is assumed to be a function of wt+1 and of It, vector b can only load on those

entries of xt+1 that correspond to wt+1, as well as on those components of xt+1 that were determined before date

t, for instance dt.]

II.2. Auxiliary propositions and lemmas

This subsection presents propositions and lemmas that underlie our pricing formulas.

Proposition 5. Under Assumptions 1 and 3, we have:

E( f (xt+1, . . . , xt+h)(1 �Dt+h)|Dt = 0, It)

= E( f (xt+1, . . . , xt+h) exp(�l(xt+1)� · · ·� l(xt+h))|Dt = 0, It),

where It denotes the information available on date t, i.e., It = {xt, xt�1, . . . }.
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Proof. For any variable wt, let us use the following notation: wt = {wt, wt�1, . . . }. We have:

E( f (xt+1, . . . , xt+h)(1 �Dt+h)|Dt = 0, It)

= E( f (xt+1, . . . , xt+h)(1 �Dt+h)|Dt = 0, It)

= E(E( f (xt+1, . . . , xt+h)(1 �Dt+h)|Dt+h�1,Dt = 0, It+h�1)|Dt = 0, It)

= E(E( f (xt+1, . . . , xt+h)(1 �Dt+h)|Dt+h�1 = 0,Dt = 0, It+h�1)|Dt = 0, It)

= E(E( f (xt+1, . . . , xt+h)(1 �Dt+h)|Dt+h�1 = 0, xt+h,Dt = 0, It+h�1)|Dt = 0, It)

= E( f (xt+1, . . . , xt+h)(1 �Dt+h�1) exp(�l(xt+h))|Dt = 0, It)

= E(E( f (xt+1, . . . , xt+h)(1 �Dt+h�1) exp(�l(xt+h))|Dt+h�2,Dt = 0, xt+h, It)|Dt = 0, It)

= E(E( f (xt+1, . . . , xt+h)(1 �Dt+h�1) exp(�l(xt+h))|Dt+h�2 = 0,Dt = 0, xt+h, It)|Dt = 0, It)

= E( f (xt+1, . . . , xt+h)(1 �Dt+h�2) exp(�l(xt+h�1)� l(xt+h))|Dt = 0, It),

where the last equality results from the fact that, since Dt does not Granger-cause xt, the distribution

of Dt conditional on Dt�1 and xt+h is the same as that of Dt conditional on Dt�1 and xt (due to the

equivalence between Sims’ and Granger’s causalities).

Using the same type of conditioning in a backward fashion (progressively replacing 1 �Dt+k by

exp(�l(xt+k))) leads to the result.

Lemma 1. Consider the following Gaussian VAR:

xt = µx + Fxxt�1 + Sx#t,

where #t ⇠ i.i.d.N (0, Id). The conditional expectation:

Kt,n ⌘ Et
⇥
exp(�ḃ0(xt+1 + · · ·+ xt+n)� (lt+1 + · · ·+ lt+n)

⇤
, (II.5)

with lt+1 = max(0, lt) and lt = a + b0xt, can be approximated as follows:

Kt,n(a, b, ḃ) ⇡ exp(�F0,1 � · · ·� Fn�1,n),

where

Fn�1,n,t = ḃ0µt,n + F (µl,t,n/sl,n) µl,t,n + f(�µl,t,n/sl,n)sl,n

�1
2

⇣
pt,n

⇥
ḃ + b

⇤0 Gn,0
⇥
ḃ + b

⇤
+ [1 � pt,n] ḃ0Gn,0ḃ

⌘

�
n�1

Â
j=1

n
pt,n�j

⇥
ḃ + b

⇤0 Gn,j
⇥
ḃ + b

⇤
+
⇥
1 � pt,n�j

⇤
ḃ0Gn,j ḃ

o
, (II.6)
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where:

• the µt,n’s and Gn,j’s are given by:
8
>>>>>><

>>>>>>:

µt,n = Et(xt+n) = (I � Fx)�1(I � Fn
x)µx + Fn

xxt,

Gn,0 = Vart(xt+n) = SxS0
x + FxGn�1,0F0

x, with G1,0 = SxS0
x

= SxS0
x + FxSxS0

xF0
x + · · ·+ Fn�1

x SxS0
xFn�1

x
0,

Gn,j = Covt(xt+n, xt+n�j) = Fj
xGn�j,0 if n � j > 0,

• and

µl,t,n = Et(lt+n) = a + b0µt,n

sl,n =
q

Vart(lt+n) =
p

b0Gn,0b

pt,n = Pt(lt+n > 0) = F
✓

µl,t,n
sl,n

◆
.

Proof. Using the notation:

fn�1,n = � log Kt,n + log Kt,n�1, (II.7)

we have:

Kt,n = exp(� f0,1 � · · ·� fn�1,n). (II.8)

Following Wu and Xia (2016), we will approximate Kt,n by, first, determining approximations to

the fh�1,h’s (that will be denoted by Fh�1,h), and, second, substituting for the fh�1,hs’ into (II.8).

Using, in (II.5), that log E[exp(Z)] ⇡ E(Z) + 1/2Var(Z) for any random variable Z (the approxi-

mation being exact in the Gaussian case), and substituting for Kt,n and Kt,n�1 in (II.7) yields:

fn�1,n = � log Kt,n + log Kt,n�1

⇡ Et(ḃ0xt+n + lt+n)

�1
2

Vart
�
ḃ0xt+n + lt+n

�
� Covt

 
ḃ0xt+n + lt+n,

n�1

Â
i=1

(ḃ0xt+i + lt+i)

!
. (II.9)

As in Wu and Xia (2016), we use, for 0 < n and 0  j  n:

Covt(ḃ0xt+n, lt+n�j) ⇡ pt,n�jCovt
⇥
ḃ0xt+n, lt+n�j

⇤
, (II.10)

Covt(lt+n, lt+n�j) ⇡ pt,n�jCovt
⇥
lt+n, lt+n�j

⇤
. (II.11)
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Using the last two equations, we obtain an approximation to (II.9):

fn�1,n,t ⇡ Et
⇥
ḃ0xt+n + lt+n

⇤
(II.12)

�1
2
�

pt,nVart
⇥
ḃ0xt+n + lt+n

⇤
+ (1 � pt,n)Vart(ḃ0xt+n)

�

�
n�1

Â
j=1

�
pt,jCovt

⇥
ḃ0xt+n + lt+n, ḃ0xt+j + lt+j

⇤
+ (1 � pt,j)Covt(ḃ0xt+n, ḃ0xt+j)

 
,

which leads to the result (denoting by Fn�1,n,t the right-hand-side term of the previous equation).

Lemma 1 in practice. The estimation of our model involves a large number of computations of the

Gn,j’s. In order to speed up the computation, one can employ the following approach.

Consider a vector k of dimension nx, that is the dimension of xt, and let us denote by xk
i the vector

defined by xk
i = (Fi

x)
0k (k will typically be b, or (b + ḃ), see Eq. II.6).

Because we have Gn,j = Fj
xW + Fj+1

x WF0
x + · · ·+ Fn�1

x WFn�1�j
x

0
, it comes that:

k0Gn,jk = xk
j
0Wxk

0 + xk
j+1

0Wxk
1 + · · ·+ xk

n�1
0Wxk

n�1�j. (II.13)

Let us consider a maximal value for n, say H, and let us denote by Xk the nx ⇥ (H + 1) matrix whose

ith column is xk
i�1. It can then be seen that the (j, k) entry of Yk := Xk

0WXk—which is a matrix of

dimension (H + 1)⇥ (H + 1)—is equal to xk
j�1

0Wxk
k�1. The sum of the entries (j + 1, 1), (j + 2, 2), . . . ,

(j + k, k) of Yk therefore is

xk
j
0Wxk

0 + xk
j+1

0Wxk
1 + · · ·+ xk

j+k�1
0Wxk

k�1,

which is equal to k0Gj+k,jk according to (II.13). Equivalently, k0Gn,jk is the sum of the entries (j + 1, 1),

(j + 2, 2), . . . , (n, n � j) of Yk.

In particular, the entry (1, 1) of Yk is equal to k0G1,0k, the sum of the entries (1, 1) and (2, 2) is equal

to k0Wk + k0FxWF0
xk = k0G2,0k, and, more generally, the sum of the entries (1, 1), . . . , (n � 1, n � 1) of

Yk is equal to k0Gn,0k.

Lemma 2. If wt follows the following Gaussian VAR model:

wt = Fwwt�1 + Sw#t,

where #t ⇠ i.i.d.N (0, Id), we have:

Lt,h(u) := Et
⇥
exp{u0(wt+1 + · · ·+ wt+h)}

⇤
= exp(Ah(u) + Bh(u)0wt), (II.14)
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where functions Ah(•) and Bh(•) satisfy the following recursive equations:
8
<

:
Bh(u) = F0(Bh�1(u) + u)

Ah(u) = Ah�1(u) + 1
2 (Bh�1(u) + u)0SwSw(Bh�1(u) + u),

with A0(u) = 0 and B0(u) = 0.

Proof. If Et [exp{u0(wt+1 + · · ·+ wt+h�1)}] = exp(Ah�1(u) + Bh�1(u)0wt) holds for any vector u,

then:

Et
⇥
exp{u0(wt+1 + · · ·+ wt+h)}

⇤

= Et
⇥
exp{u0wt+1}Et+1

⇥
exp{u0(wt+2 + · · ·+ wt+h)}

⇤⇤

= Et[exp{u0wt+1 +Ah�1(u) + Bh�1(u)0wt+1}] (using the recursive assumption)

= Et[exp{(Bh�1(u) + u)0wt+1 +Ah�1(u)}]

= Et


exp

⇢
Ah�1(u) + [F0(Bh�1(u) + u)]0wt +

1
2
(Bh�1(u) + u)0SwSw(Bh�1(u) + u)

��
,

where the last equality results from wt’s law of motion.

II.3. Pricing formulas

This subsection provides formulas to price zero-coupon bonds issued by the government (Proposi-

tion 6), perpetuities (Proposition 7), CDSs (Propositions 8 for the general formula, and 9 for its numeric

application), and risk-free bonds (Proposition 10).

Proposition 6. Under Assumptions 1 and 2, and if RR = exp(�j2), then the date-t price of a generic zero-

coupon bond providing the nominal payoff 1 � (1 � RR)Dt+h on date t + h is:

Bt,h = exp[Ah(j0, j1) + Bh(j0, j1)
0wt],

where functions Ah(•) and Bh(•) satisfy the following recursive equations:
8
<

:
Bh(v, u) = F0(Bh�1(v, u) + u)

Ah(v, u) = v + Ah�1(u) + 1
2 (Bh�1(u) + u)0SwS0

w(Bh�1(u) + u),
(II.15)

with A0(u) = 0 and B0(u) = 0.
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Proof. We have:

Bt,h = Et

n
Mn

t,t+1 ⇥ · · ·⇥Mn
t+h�1,t+h[(1 � (1 � RR)Dt+h]

o

= Et

n
exp[hj0 + j0

1(wt+1 + · · ·+ wt+h) + j2Dt+h][(1 � (1 � RR)Dt+h]
o

= Et

n
exp[hj0 + j0

1(wt+1 + · · ·+ wt+h)]{(1 � [1 � RR exp(j2)]Dt+h}
o

.

If RR = exp(�j2), we therefore obtain Bt,h = Et

n
exp[hj0 + j0

1(wt+1 + · · ·+ wt+h)]
o

. The recursive

equations (II.15) then result from Lemma 2.

Definition 1. We define a defaultable decaying-coupon perpetuity as an infinitely-lived asset providing the

following payoff on date t + h:

ch�1(1 � (1 � RR)Dt+h).

The date-t price of this perpetuity is, therefore, Pt := Â•
h=1 ch�1Bt,h, where Bt,h is the date-t price of a generic

zero-coupon bond providing the nominal payoff 1 � (1 � RR)Dt+h on date t + h.

By definition, the yield-to-maturity of the perpetuity, denoted by qt, satisfies:

Pt =
•

Â
h=1

ch�1

(1 + qt)h =
1

1 + qt � c
. (II.16)

Proposition 7. Under Assumptions 1 and 2, and if RR = exp(�j2), the yield-to-maturity qt of the defaultable

decaying-coupon perpetuity (see Definition 1) can be approximated as follows:

qt ⇡ aH(j0, j1) + bH(j0, j1)
0wt, (II.17)

with aH(•) = � 1
H AH(•) and bH(•) = � 1

H BH(•), where functions AH and BH are defined in Proposition 6,

and where the pair (c, H) satisfies:

H ⇡ 1
1 + q̄ � c

+
Var(q)

(1 + q̄ � c)3 +
3Var(q)2

(1 + q̄ � c)5 , (II.18)

with

Var(q) = bH(j)0Var(w)bH(j) and vec[Var(w)] = (I � Fw ⌦ Fw)vec(SwS0
w). (II.19)

Proof. Because the perpetuity is a collection of zero-coupons of price Bt,h (with geometrically-decaying

weights, see Definition 1), the yield-to-maturity of the perpetuity is expected to be close to the yield of

an “average” zero-coupon, that is to one of the rt,h’s, where rt,h = �1/h logBt,h. A natural candidate

for h is the average debt maturity (i.e., the average duration of the perpetuities), which we denote by

H. According to Proposition 6, under Assumptions 1 and 2, we have (for any h, but in particular for

12



h = H):

rt,h = �1
h

Ah(j1)�
1
h

Bh(j1)
0wt,

which gives (II.17).

Since the duration of the perpetuity is equal to its price, and if we want H to be, on average, equal

to the duration of the perpetuity, we should have:

H ⇡ E

✓
1

1 � c + qt

◆
. (II.20)

Using a fourth-order Taylor expansion of qt around its mean q̄ leads to:

H ⇡ 1
1 + q̄ � c

+
Var(q)

(1 + q̄ � c)3 +
Skew(q)Var(q)3/2

(1 + q̄ � c)4 +
Kurt(q)Var(q)2

(1 + q̄ � c)5 ,

where q̄ = E(qt). Since, under Assumption 1, wt follows a Gaussian VAR, and since qt approximately

linearly depends on wt, it comes that Skew(q) ⇡ 0 and Kurt(q) ⇡ 3, which leads to (II.18). The

variances given in Eq. (II.19) directly result from (II.17) and (II.1).

Definition 2. In a CDS contract, a protection buyer pays a regular premium to a protection seller. These

payments end either after a given period of time—the maturity of the CDS, that we denote by h—or upon

default of the reference entity. Upon the default of the debtor (a third party), the protection seller compensates

the protection buyer for the loss incurred, assuming the latter was holding defaulted bonds.

Following the “Recovery of Treasury” (RT) convention of Duffie and Singleton (1999), we assume that the

bond recovery payment, upon default, is a fraction RR of the price of a risk-free zero-coupon bond of equivalent

residual maturity. Accordingly, if t is the inception date of a maturity-h CDS:

• The amount paid on date t + k (with 0 < k  h) by the protection seller to the protection buyer is:

(Dt+k �Dt+k�1)(1 � RR)Et+k(Mn
t+k,h�k),

where Et+k(Mn
t+k,h�k) is the price, as of date t + k, of a nominal risk-free bond of residual maturity

h � k.

• On date t + k, the protection buyer pays Scds
t,h (1 �Dt+k) to the protection seller, where Scds

t,h denotes the

CDS premium—as negotiated on date t—expressed in percentage of the notional.

At inception of the CDS contract (date t), there is no cash-flow exchanged between both parties; that is, the

CDS spread Scds
t,h is determined so as to equalize the present discounted values of the payments promised by each

13



of them. Therefore:

Et

(
h

Â
k=1

Mn
t,t+k(Dt+k �Dt+k�1)(1 � RR)Et+k(Mn

t+k,h�k)

)

| {z }
Protection leg

= Scds
t,h Et

(
h

Â
k=1

Mn
t,t+k(1 �Dt+k)

)

| {z }
Premium leg

. (II.21)

Proposition 8. Consider the CDS presented in Definition 2. If Dt = 0 (i.e., the reference entity has not

defaulted before date t), then the CDS premium (Scds
t,h ) satisfies:

Scds
t,h = (1 � RR)

Et

n
Mn

t,t+hDt+h

o

Et

n
Âh

k=1 Mn
t,t+k(1 �Dt+k)

o . (II.22)

Proof. The date-t value of the protection leg is:

Et

(
h

Â
k=1

Mn
t,t+k(Dt+k �Dt+k�1)(1 � RR)Et+k(Mn

t+k,t+h)

)

= Et

(
h

Â
k=1

Mn
t,t+h(Dt+k �Dt+k�1)(1 � RR)

)

= (1 � RR)Et
�
Mn

t,t+h(Dt+h �Dt)
 

,

where we have used Mn
t,t+h = Mn

t,t+kMn
t+k,t+h, as well as the law of iterated expectations.

Using the previous expression in (II.21) leads to the result.

A consequence of Proposition 8 is that the computation of the CDS spread Scds
t,h necessitates the

knowledge of the following two conditional expectations: Et[Mn
t,t+hDt+h�1] and Et[Mn

t,t+h(1�Dt+h)],

which can be seen as “binary CDSs,” in the sense that they correspond to date-t prices of instruments

providing a binary payoff (0 or 1) depending on the default status of the government on date t + h.

The following proposition explains how to approximate these conditional expectations.

Proposition 9. We suppose that Assumptions 1, 2, and 3 hold. We introduce the vector j̃1 that is such that

j0
1wt = j̃0

1xt. (That is, j̃1 is of the form [j0
1, 00]0.)

If the reference entity has not defaulted before date t (i.e., Dt = 0), the CDS premium (Scds
t,h , as defined in

Definition 2) can be approximated as follows:

Scds
t,h ⇡ (1 � RR)

exp(hj0 + j2)[Kt,h(0, 0,�j̃1)�Kt,h(a, b,�j̃1)]

Âh
k=1 exp(kj0)Kt,k(a, b,�j̃1)

,

where function Kt,h is defined in Lemma 1.
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Proof. According to Proposition 8, the computation of the CDS spread Scds
t,h necessitates the knowledge

of the following two conditional expectations: Et[Mn
t,t+hDt+h�1] and Et[Mn

t,t+h(1 �Dt+h)]. We start

with the computation of Et[Mn
t,t+h(1 �Dt+h)]. Since Dt = 0, we have:1

Et
⇥
Mn

t,t+1 ⇥ · · ·⇥Mn
t+h�1,t+h(1 �Dt+h)

⇤

= exp (hj0)Et
⇥
exp{j0

1(wt+1 + · · ·+ wt+h) + j2Dt+h}(1 �Dt+h)
⇤

= exp(hj0)Et

h
exp{j0

1(wt+1 + · · ·+ wt+h)}1{Dt+h=0}

i

= exp(hj0)Et

h
Et

⇣
exp{j0

1(wt+1 + · · ·+ wt+h)}1{Dt+h=0}|xt+h

⌘i

= exp(hj0)Et
⇥
exp{j0

1(wt+1 + · · ·+ wt+h)� lt+1 � · · ·� lt+h}
⇤

, (II.23)

where the last equality results from Proposition 5. Lemma 1 gives:

Et[Mn
t,t+h(1 �Dt+h)] ⇡ exp(hj0)Kt,h(a, b,�j̃1). (II.24)

We then turn to the computation of Et

h
Mn

t,t+hDt+h

i
. We have:

Et
⇥
Mn

t,t+1 ⇥ · · ·⇥Mn
t+h�1,t+hDt+h

⇤

= exp(hj0)Et
⇥
exp{j0

1(wt+1 + · · ·+ wt+h) + j2Dt+h}Dt+h
⇤

= exp(hj0 + j2)Et

h
exp{j0

1(wt+1 + · · ·+ wt+h)}1{Dt+h=1}

i

= exp(hj0 + j2)Et

h
exp{j0

1(wt+1 + · · ·+ wt+h)}
⇣

1 � 1{Dt+h=0}

⌘i

= exp(hj0 + j2)Et
⇥
exp{j0

1(wt+1 + · · ·+ wt+h)}
⇤

� exp(hj0 + j2)Et
⇥
exp{j0

1(wt+1 + · · ·+ wt+h)� lt+1 � · · ·� lt+h}
⇤

, (II.25)

where we have made use of Proposition 5. Lemma 1 gives:

Et
⇥
Mn

t,t+hDt+h
⇤
= exp(hj0 + j2)[Kt,h(0, 0,�j̃1)�Kt,h(a, b,�j̃1)]. (II.26)

Using Eqs. (II.24) and (II.26) in Eq. (II.22) leads to the result.

Proposition 10. We suppose that Assumptions 1, 2, and 3 hold. We introduce the vector j̃1 that is such that

j0
1wt = j̃0

1xt. (That is, j̃1 is of the form [j0
1, 00]0.)

The price of a risk-free zero-coupon bond of maturity h is given by:

Et
⇥
Mn

t,t+1 ⇥ · · ·⇥Mn
t+h�1,t+h

⇤
= exp(hj0)(1 � exp(j2))Kt,n(a, b,�j̃1), (II.27)

1Let us recall the following notation: xt = {xt, xt�1, . . . }.
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where function Kt,n is defined in Lemma 1.

Proof. We have:

Et
⇥
Mn

t,t+1 ⇥ · · ·⇥Mn
t+h�1,t+h

⇤

= exp(hj0)Et
⇥
exp{j̃0

1(xt+1 + · · ·+ xt+h) + j2Dt+h}
⇤

= exp(hj0)Et

h
exp{j̃0

1(xt+1 + · · ·+ xt+h)}
⇣

exp(j2) + 1{Dt+h=0}(1 � exp(j2))
⌘i

= exp(hj0 + j2)Et
⇥
exp{j̃0

1(xt+1 + · · ·+ xt+h)}
⇤
+

exp(hj0)(1 � exp(j2))Et
⇥
exp{j̃0

1(xt+1 + · · ·+ xt+h)� lt+1 � · · ·� lt+h}
⇤

, (II.28)

where the last equality results from Proposition 5.

Proposition 11. Under Assumptions 2 and 3, and if Dt�1 = 0, the risk-neutral default intensity is given by:

lQ
t = lt + log(exp(j2){1 � exp(�lt)}+ exp(�lt)). (II.29)

Note: the physical and risk-neutral default probabilities, lt and lQ
t , are respectively defined by

exp(�lt) = P(Dt = 0|Dt�1 = 0, It�1, wt)

exp(�lQ
t ) = Q(Dt = 0|Dt�1 = 0, It�1, wt),

where the risk-neutral measure Q (from date t � 1 to date t) is defined with respect to the physical one through

the Radon-Nikodym derivative Mn
t�1,t

�
E(Mn

t�1,t|It�1).

Proof. On each date t, the representative agent observes the new information Xt = {Dt, wt}; the total

agent’s information then is It = {Xt, Xt�1, . . . }. By Bayes, we have:

f Q(Dt|wt, It�1) =
f Q(Dt, wt|It�1)

f Q(wt|It�1)
. (II.30)

16



Under Assumption 2, we have Mn
t,t+1 = exp (j0 + j0

1wt+1 + j2(Dt+1). Assume Dt�1 = 0. We

have:

f Q(Dt, wt|It�1) =
Mn

t�1,t
E(Mn

t�1,t|It�1)
f P(Dt, wt|It�1)

=
exp(j0

1wt + j2Dt)

E[exp(j0
1wt + j2Dt)|It�1]

f P(Dt, wt|It�1)

=
exp(j0

1wt + j2Dt)

E[exp(j0
1wt + j2Dt)|It�1]

f P(Dt|wt, It�1) f P(wt|wt�1)

=
exp(j0

1wt + j2Dt)

E[exp(j0
1wt + j2Dt)|It�1]

⇥

(Dt{1 � exp(�lt)}+ (1 �Dt){exp(�lt)}) f P(wt|wt�1). (II.31)

Integrating both sides w.r.t. Dt, we obtain:

f Q(wt|It�1) = exp
�

j0
1wt

� exp(j2){1 � exp(�lt)}+ exp(�lt)
E[exp(j0

1wt + j2Dt)|It�1]
f P(wt|wt�1). (II.32)

Using (II.31) and (II.32)in (II.30) leads to:

f Q(Dt|wt, It�1) =
exp(j2Dt) (Dt{1 � exp(�lt)}+ (1 �Dt){exp(�lt)})

exp(j2){1 � exp(�lt)}+ exp(�lt)
,

which implies:

exp(�lQ
t ) ⌘ Q(Dt = 0|Dt�1 = 0, wt, It�1) =

exp(�lt)
exp(j2){1 � exp(�lt)}+ exp(�lt)

,

which gives (II.29).

II.4. Performance of the approximate pricing formulas in the stylized model

This appendix illustrates the quality of the approximate formulas presented in Section II. For that,

it compares physical and risk-neutral probabilities of default (that can be obtained numerically in the

context of the stylized model described in Subsections 2.1 to 2.3 of the paper) with those resulting

from the approximate formulas (that are valid when RR = exp(�gby)).

The risk-neutral probabilities of default can be interpreted as prices of digital Credit Default Swaps,

defined as a forward contract providing Dt+h on date t + h, with payment deferred to date t + h. The

price of such a contract is given by:2 EQh

t (Dt+h) = Et (Mt,t+hDt+h)
�

Et (Mt,t+h). (It is easily checked

that EQh

t (Dt+h) = Et(Dt+h) when g = 0.)

2Qh denotes the h-forward risk-neutral measure, that is, the measure whose Radon-Nikodym derivative
with respect to the physical distribution is Mt,t+h

�
Et (Mt,t+h).
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Figure B.8 presents the term structures of default probabilities for three different values of the

debt-to-GDP ratio dt, namely 30%, 60%, and 90%. We take dt�1 = dt, rt = 2%, and we use the same

calibration as the one underlying Figures 1 and 3.

Figure B.8: Probabilities of default and digital CDSs
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Note: This figure shows term structures of physical and risk-neutral default probabilities in the context of the

stylized model described in Subsection 2.3. Triangles are based on approximate formulas given in Section II.

We use the same calibration as the one underlying Figures 1 and 3, that is: : g = 4, µ = 2%, d = 0.99, b = 0.2,

c = 0.7, b = 0.1, d⇤ = 0.6,
p

Var(ht) = 4%, a = 0.5, and s⇤ = 3%.
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III. Drivers of the surplus threshold

Tables C.6 and C.7 report results from regressing the fourth latent factor w4,t— that is the factor

driving surplus threshold— on the same set of covariates as for Table 3, namely the economic policy

uncertainty (EPU) index (Baker, Bloom, and Davis, 2016), the assets held by the national central bank,

and the MOVE index to capture bond market volatility.

Table C.6: Latent factor (w4,t) - Panel regression results

All countries
Country FE FD

w4,t w4,t
w4,t�1 0.952⇤⇤⇤

(0.034)
EPUt �0.211⇤⇤⇤ �0.176⇤⇤

(0.065) (0.089)
CBAssetst 0.153⇤⇤⇤ 0.283

(0.046) (0.323)
MOVEt �0.314⇤⇤ �0.188

(0.141) (0.169)
Note: This table reports the results of panel regressions of fiscal space (FS) estimates on the Economic Policy
Uncertainty (EPU), Central Bank assets and the ICE BofAML MOVE Index (MOVE). The estimation sample
goes from 2004Q1 to 2022Q3. FE stands for Fixed Effects, FD for first difference. We employ two-way clustering
for the standard errors (country and quarter). See text for more details. ⇤p<0.1; ⇤⇤p<0.05; ⇤⇤⇤p<0.01

.
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Table C.7: Latent factor (w4,t) - Single-country regression results

United States United Kingdom Euro Area Japan
w4,t w4,t w4,t w4,t

w4,t�1 0.832⇤⇤⇤ 0.783⇤⇤⇤ 0.901⇤⇤⇤ 0.987⇤⇤⇤
(0.057) (0.043) (0.077) (0.019)

EPUt �0.154⇤ �0.570⇤⇤⇤ �0.159 �0.102
(0.081) (0.100) (0.128) (0.119)

CBAssetst 0.193⇤⇤ 0.443⇤⇤⇤ 0.231⇤ 0.121⇤⇤⇤
(0.083) (0.126) (0.116) (0.042)

MOVEt �0.208⇤⇤ �0.708⇤⇤⇤ �0.135 �0.224⇤⇤
(0.087) (0.179) (0.134) (0.104)

Constant �2.737⇤⇤ �5.051⇤⇤⇤ �3.118⇤ �2.197⇤⇤
(1.301) (1.758) (1.645) (0.880)

Note: This table reports the results of single-country regressions of fiscal space (FS) estimates on the Economic
Policy Uncertainty (EPU), Central Bank assets and the ICE BofAML MOVE Index (MOVE). The estimation
sample goes from 2004Q1 to 2022Q3. We employ Newey-West standard errors. See text for more details. ⇤p<0.1;
⇤⇤p<0.05; ⇤⇤⇤p<0.01

.

IV. Data

IV.1. Overview

We consider four economies: the U.S., the U.K., Japan, and the euro area.

Estimation samples vary across countries due to data availability (CDS prices being the main lim-

iting factor); on average, they cover the last 13 years, at the quarterly frequency. We use government

yields of three maturities (2, 5, and 10 years), and CDS spreads of 5 maturities (1, 2, 3, 5, and 10 years).

CDS spreads and bond yields are extracted from CMA and Refinitiv Eikon Datastream.

The macroeconomic variables (GDP growth, inflation based on the GDP deflator, debt, budget

surplus, and interest payments) are extracted from Refinitiv Eikon Datastream but come from differ-

ent sources. Whenever possible we prefer data drawn from official national sources or international

organization (e.g., OECD) datasets. Further country-specific details are provided below and in Ta-

bles D.9- D.12.

We augment the set of macroeconomic variables with forecasts extracted from past vintages of IMF

World Economic Outlook forecasts. This is to ensure that our model is able to replicate, as much as

possible, the trajectories of debt and growth as they were expected at different points in time. Forecasts

from the IMF WEO are bi-annual, except for 2020, in which projections in the April round were limited.

Details on the time span of forecasts at the country level are provided in Tables D.9- D.12.
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IV.2. Country-specific details

US (Table D.9)

GDP at constant and current prices, and the GDP deflator are taken from the Bureau of Economic

Analysis. The same goes for personal consumption expenditure for non-durables and services at

constant prices. Series for the public debt outstanding and the budget balance are drawn from the

Bureau of the Fiscal Service, while interest payments are taken from the Bureau of Economic Analysis.

Due to the availability of CDS prices, the sample for the US goes from 2008Q1 to 2022Q3.

UK (Table D.10)

GDP at market constant prices and current prices, the GDP deflator, and final private consumption

expenditure for services and non-durables are drawn from the Office for National Statistics. General

government debt at nominal values is collected from the Bank for International Settlements. The series

for general government interest payments is taken from the IMF - International Finance Statistics

database, while the primary surplus/deficit is drawn from the Office for National Statistics. Due to

the availability of CDS prices, the sample for the UK goes from 2008Q1 to 2022Q3.

Euro area (Table D.11)

GDP at market constant prices and current prices, final consumption expenditure, general govern-

ment gross debt, general government interest payments ane general government net lending/borrowing

for the Euro Area are drawn from Eurostat. The GDP deflator series is provided by Refinitiv. CDS and

yields are taken from Refinitiv for Germany, France, Italy and Spain from 2008Q1 to 2022Q3 to build

synthetic CDS and yields for the Euro Area.

Japan (Table D.12)

GDP at market constant prices and current prices, final private consumption expenditure for ser-

vices and non-durables are drawn from the Cabinet Office database (Government of Japan). The GDP

deflator series is provided by Refinitiv. National government debt for Japan is drawn from the Bank

of Japan. Gross government interest payments and government primary balance are taken from the

OECD. The sample for Japan goes from 2004Q1 to 2022Q3.

IV.3. Average debt maturities

The parametrization of the model involves H, the duration of the perpetuity (which, in turn, is

used to determine c, the decay rate of the coupons, using Proposition 7). Parameter H is calibrated so
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as to match the average debt maturities of the sovereign debts. Table D.8 reports the values used in

the present study.

Table D.8: Average debt maturities

Country Avg debt maturity Source
United States of America 5.7 BIS (2022)d

United Kingdom 14.7 BIS (2022)d

Japan 9.0 Financial Bureau, Ministry of Finance (2020)b

Euro area 6.6 ECB (2011)c
a: BIS (2022): https://www.bis.org/statistics/secstats.htm.
b: Figure 1-13.
c: Slavík et al. (2011), Chart 9.a.
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Table D.9: Data Panel: United States of America

Variable Horizon / Maturity Source Period N. of Obs.

Nominal GDP Forecasts

1 Years IMF WEOa 04/2008-10/2022 29
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

Inflation Forecasts (based on GDP deflator)

1 Years IMF WEO 04/2008-10/2022 29
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

Government Debt

1 Years IMF WEO 04/2008-10/2022 29
2 Years IMF WEO 10/2009-10/2022 26
3 Years IMF WEO 10/2009-10/2022 26
5 Years IMF WEO 10/2009-10/2022 26

Primary Balance

1 Years IMF WEO 10/2010-10/2022 24
2 Years IMF WEO 10/2010-10/2022 24
3 Years IMF WEO 10/2010-10/2022 24
5 Years IMF WEO 10/2010-10/2022 24

Senior CDS

1 Year CMA 2008Q1-2022Q3 59
2 Years CMA 2008Q1-2022Q3 59
3 Years CMA 2008Q1-2022Q3 59
5 Years CMA 2008Q1-2022Q3 59

10 Years CMA 2008Q1-2022Q3 59

Yields

1 Year Federal Reserve, US 2008Q1-2022Q3 54
2 Years Federal Reserve, US 2008Q1-2022Q3 59
3 Years Federal Reserve, US 2008Q1-2022Q3 59
5 Years Federal Reserve, US 2008Q1-2022Q3 59

10 Years Federal Reserve, US 2008Q1-2022Q3 59
GDP, market constant prices (CHND 2012) - Bureau of Economic Analysis 2008Q1-2022Q3 59
GDP, market current prices - Bureau of Economic Analysis 2008Q1-2022Q3 59
Final Consumption Expenditure, Services - Bureau of Economic Analysis 2008Q1-2022Q3 59
Final Consumption Expenditure, Non-Durables - Bureau of Economic Analysis 2008Q1-2022Q3 59
GDP Implicit Price Deflator (Index 2012=100) - Bureau of Economic Analysis 2008Q1-2022Q3 59
Gross Federal Government Debt, Current Prices - Bureau of the Fiscal Service 2008Q1-2022Q3 59
Government Interest Payments, Current Prices - Bureau of Economic Analysis 2008Q1-2022Q3 59
Government Budget Balance, Current Prices - Bureau of the Fiscal Service 2008Q1-2022Q3 59

a IMF WEO: International Monetary Fund World Economic Outlook.
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Table D.10: Data Panel: United Kingdom

Variable Horizon / Maturity Source Period N. of Obs.

Nominal GDP Forecasts

1 Years IMF WEOa 04/2008-10/2022 29
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

Inflation Forecasts (based on GDP deflator)

1 Years IMF WEO 04/2008-10/2022 29
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

Government Debt

1 Years IMF WEO 04/2008-10/2022 29
2 Years IMF WEO 10/2009-10/2022 26
3 Years IMF WEO 10/2009-10/2022 26
5 Years IMF WEO 10/2009-10/2022 26

Primary Balance

1 Years IMF WEO 10/2010-10/2022 24
2 Years IMF WEO 10/2010-10/2022 24
3 Years IMF WEO 10/2010-10/2022 24
5 Years IMF WEO 10/2010-10/2022 24

Senior CDS

1 Year CMA 2008Q1-2022Q3 59
2 Years CMA 2008Q1-2022Q3 59
3 Years CMA 2008Q1-2022Q3 59
5 Years CMA 2008Q1-2022Q3 59
10 Years CMA 2008Q1-2022Q3 59

Yields

1 Year ICAP - Refinitiv Eikon Datastream 2008Q1-2022Q3 59
2 Years ICAP - Refinitiv Eikon Datastream 2008Q1-2022Q3 59
3 Years ICAP - Refinitiv Eikon Datastream 2008Q1-2022Q3 59
5 Years ICAP - Refinitiv Eikon Datastream 2008Q1-2022Q3 59
10 Years ICAP - Refinitiv Eikon Datastream 2008Q1-2022Q3 59

GDP, market constant prices (2019 prices) - Office for National Statistics 2008Q1-2022Q3 59
GDP, market current prices - Office for National Statistics 2008Q1-2022Q3 59
Final Consumption Expenditure, Services (2019 prices) - Office for National Statistics 2008Q1-2022Q3 59
Final Consumption Expenditure, Non-Durables (2019 prices) - Office for National Statistics 2008Q1-2022Q3 59
GDP Implicit Price Deflator (Index 2019=100) - Office for National Statistics 2008Q1-2022Q3 59
General Government Debt, nominal value - Bank for International Settlements 2008Q1-2022Q3 59
General Government Interest Payments, Current Prices - IMF - International Financial Statistics 2008Q1-2022Q3 59
Government primary surplus/deficit, Current Prices - Office for National Statistics 2008Q1-2022Q3 59

a International Monetary Fund - World Economic Outlook.
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Table D.11: Data Panel: Euro Area

Variable Horizon / Maturity Source Period N. degree of Obs.

Nominal GDP Forecasts

1 Years IMF WEOa 04/2008-10/2022 29
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

Inflation Forecasts (based on GDP deflator)

1 Years IMF WEO 04/2008-10/2022 29
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

Government Debt

1 Years IMF WEO 10/2010-10/2022 24
2 Years IMF WEO 10/2010-10/2022 24
3 Years IMF WEO 10/2010-10/2022 24
5 Years IMF WEO 10/2010-10/2022 24

Primary Balance

1 Years IMF WEO 10/2010-10/2022 24
2 Years IMF WEO 10/2010-10/2022 24
3 Years IMF WEO 10/2010-10/2022 24
5 Years IMF WEO 10/2010-10/2022 24

Senior CDS (Germany, France, Italy and Spain)

1 Year Refinitiv Eikon Datastream 2008Q1-2022Q4 59
2 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59
3 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59
5 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59

10 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59

Yields (Germany, France, Italy and Spain)

1 Year Refinitiv Eikon Datastream 2008Q1-2022Q4 59
2 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59
3 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59
5 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59

10 Years Refinitiv Eikon Datastream 2008Q1-2022Q4 59
GDP, market constant prices (CHND 2015) - Eurostat 2008Q1-2022Q4 59
GDP, market current prices - Eurostat 2008Q1-2022Q4 59
Final Consumption Expenditure, Services - Eurostat 2008Q1-2022Q4 59
GDP Implicit Price Deflator (Index 2010=100) - Refinitiv Eikon Datastream 2008Q1-2022Q4 59
Consolidated Gross General Government Debt, Total, Current Prices - Eurostat 2008Q1-2022Q4 59
Gross General Government Interest Payments, Current Prices - Eurostat 2008Q1-2022Q4 59
General Government Net Lending/Borrowing, Current Prices - Eurostat 2008Q1-2022Q4 59

a International Monetary Fund - World Economic Outlook.
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Table D.12: Data Panel: Japan

Variable Horizon / Maturity Source Period N. degree of Obs.

Nominal GDP Forecasts

1 Years IMF WEOa 04/2004-10/2022 37
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

10 Years IMF WEO 04/2008-10/2022 29

Inflation Forecasts (based on GDP deflator)

1 Years IMF WEO 04/2004-10/2022 37
2 Years IMF WEO 04/2008-10/2022 29
3 Years IMF WEO 04/2008-10/2022 29
5 Years IMF WEO 04/2008-10/2022 29

10 Years IMF WEO 04/2008-10/2022 29

Government Debt

1 Years IMF WEO 04/2004-10/2022 37
2 Years IMF WEO 10/2009-10/2022 26
3 Years IMF WEO 10/2009-10/2022 26
5 Years IMF WEO 10/2009-10/2022 26

10 Years IMF WEO 10/2009-10/2022 26

Senior CDS

1 Year CMA 2004Q1-2022Q3 75
2 Years CMA 2004Q1-2022Q3 75
3 Years CMA 2004Q1-2022Q3 75
5 Years CMA 2004Q1-2022Q3 75

10 Years CMA 2004Q1-2022Q3 75

Yields

1 Year ICAP - Refinitiv Eikon Datastream 2004Q1-2022Q3 75
2 Years ICAP - Refinitiv Eikon Datastream 2004Q1-2022Q3 75
3 Years ICAP - Refinitiv Eikon Datastream 2004Q1-2022Q3 75
5 Years ICAP - Refinitiv Eikon Datastream 2004Q1-2022Q3 75

10 Years ICAP - Refinitiv Eikon Datastream 2004Q1-2022Q3 75
GDP, market constant prices (CHND 2015) - Cabinet Office (Gov. of Japan) 2004Q1-2022Q3 75
GDP, market current prices - Cabinet Office (Gov. of Japan) 2004Q1-2022Q3 75
Final Consumption Expenditure, Services (CHND 2015) - Cabinet Office (Gov. of Japan) 2004Q1-2022Q3 75
Final Consumption Expenditure, Non-Durables (CHND 2015) - Cabinet Office (Gov. of Japan) 2004Q1-2022Q3 75
GDP Implicit Price Deflator (Index 2015=100) - Refinitiv Eikon Datastream 2004Q1-2022Q3 75
National Government Debt, Total, Current Prices - Bank of Japan 2004Q1-2022Q3 75
Gross Government Interest Payments, Current Prices - OECD Economic Outlook 2004Q1-2022Q3 75
Government Primary Balance, Current Prices - OECD Economic Outlook 2004Q1-2022Q3 75

a International Monetary Fund - World Economic Outlook.
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V. Additional tables and figures

Figure E.9: Surplus threshold estimates
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These plots show the estimates of the surplus threshold s⇤t (black solid lines), the actual budget surplus st (blue

line), together with b(dt � d⇤) (blue dotted lines). On each date t, the default intensity is equal to a max(0, st �

s⇤t ) (see Eq. 17). The shaded area surrounding s⇤t indicates the 95% confidence interval (accounting for Kalman-

smoothing uncertainty).
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Figure E.10: Estimated factors
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Note: This figure displays smoothed factors wi,t, i = 1, . . . , 4, for each country. The first, second, third, and fourth

columns respectively show w1,t (the persistent component of Dyt), w2,t (the persistent component of inflation),

w3,t (the persistent component of budget surplus), and w4,t (the persistent component of s⇤t ). These estimates

result from the Extended Kalman Filter (see Section ??). The shaded area indicates the 95% confidence interval

(accounting for filtering uncertainty).
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Figure E.11: Observed vs model-implied yields
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Note: This figure compares model-implied and observed quarterly yields of zero-coupon government yields.

The computation of model-implied yields is based on Proposition 6. (The maturity-h yield is given by

� 1
h logBt,h, where Bt,h is the date-t price of a zero-coupon bond of maturity h).
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Figure E.12: Observed vs model-implied forecasts of the debt-to-GDP ratio
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Note: This figure compares model-implied (blue line) and observed (crosses) forecasts of the debt-to-GDP ratio.

Observed values are those from the IMF World Economic Outlook.
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Figure E.13: Observed vs model-implied forecasts of nominal growth
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Note: This figure compares model-implied (blue line) and observed (crosses) forecasts of nominal GDP growth.

Observed values are those from the IMF World Economic Outlook.
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Figure E.14: Observed vs model-implied inflation forecasts
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Note: This figure compares model-implied (blue line) and observed (crosses) forecasts of changes in the price

index. Observed values are those from the IMF World Economic Outlook.
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Table E.13: 2-year CDS sensitivity to deficits

Panel A - Date: 2022-07-01

Fiscal shock: +1 p.p. of GDP +5 p.p. of GDP +10 p.p. of GDP

United States 0.6 [0.6] 3.5 [0.8] 7.8 [0.9]

United Kingdom 0.5 [0.5] 2.6 [0.6] 6.2 [0.8]

Euro Area 1.3 [1.3] 8.0 [2.0] 22.1 [3.4]

Japan 0.7 [0.7] 4.2 [0.9] 9.5 [1.2]

Panel B - Date: 2009-04-01

Fiscal shock: +1 p.p. of GDP +5 p.p. of GDP +10 p.p. of GDP

United States 2.4 [2.4] 12.8 [2.7] 27.7 [3.2]

United Kingdom 7.0 [7.0] 37.7 [8.1] 82.6 [9.6]

Euro Area 23.4 [23.4] 127.0 [27.4] 278.2 [32.1]

Japan 4.2 [4.2] 22.8 [4.9] 49.9 [5.8]

Note: This table documents the sensitivity of the 2-year CDS spreads to fiscal conditions. We consider three

sizes of fiscal shocks (increases in primary deficits by 1%, 5% and 10% of GDP). The reported figures are in basis

points. The number in square brackets correspond to the marginal influence of an additional unit increase in

the deficit. Panel A reports the results for the last quarter of the estimation sample; Panel B corresponds to the

quarter featuring the smallest fiscal space.
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Table E.14: 5-year CDS sensitivity to deficits

Panel A - Date: 2022-07-01

Fiscal shock: +1 p.p. of GDP +5 p.p. of GDP +10 p.p. of GDP

United States 0.7 [0.7] 3.7 [0.8] 8.1 [0.9]

United Kingdom 0.6 [0.6] 3.5 [0.8] 7.9 [1.0]

Euro Area 1.9 [1.9] 11.0 [2.5] 26.7 [3.6]

Japan 1.2 [1.2] 6.2 [1.3] 13.8 [1.6]

Panel B - Date: 2009-04-01

Fiscal shock: +1 p.p. of GDP +5 p.p. of GDP +10 p.p. of GDP

United States 2.2 [2.2] 11.8 [2.5] 25.2 [2.8]

United Kingdom 6.0 [6.0] 31.7 [6.7] 68.4 [7.7]

Euro Area 16.7 [16.7] 89.6 [19.2] 194.8 [22.3]

Japan 4.0 [4.0] 21.5 [4.6] 46.3 [5.3]

Note: This table documents the sensitivity of the 5-year CDS spreads to fiscal conditions. We consider three

sizes of fiscal shocks (increases in primary deficits by 1%, 5% and 10% of GDP). The reported figures are in basis

points. The number in square brackets correspond to the marginal influence of an additional unit increase in

the deficit. Panel A reports the results for the last quarter of the estimation sample; Panel B corresponds to the

quarter featuring the smallest fiscal space.
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Table E.15: Models’ parameterization (Sw)

US UK EA JP

Sw,1,1 0.340 0.226 0.268 0.206

Sw,2,1 �0.256 �0.246 �0.295 �0.175

Sw,2,2 0.097 0.088 0.154 0.084

Sw,3,1 0.053 0.091 �0.040 0.062

Sw,3,2 0.491 0.473 0.605 0.335

Sw,3,3 0.018 0.034 �0.099 0.103

Sw,4,1 0.029 0.046 �0.011 0.053

Sw,4,2 0.185 0.239 0.278 0.210

Sw,4,3 0.031 0.106 �0.003 0.066

Sw,4,4 0.153 0.203 0.242 0.169

Sw,5,5 1.000 1.000 1.000 1.000

Sw,6,5 0.297 �0.462 �0.416 �0.276

Sw,6,6 �0.069 0.126 �0.054 �0.015

Sw,7,5 �0.462 0.462 �0.462 0.008

Sw,7,6 0.955 0.887 0.909 0.961

Sw,7,7 0.119 �0.190 �0.058 0.069

Sw,8,5 0.201 �0.410 �0.102 0.174

Sw,8,6 0.991 0.974 0.997 0.997

Sw,8,7 0.399 0.363 0.407 0.455

Sw,8,8 0.766 0.698 0.782 0.873

Note: This table reports the estimated parameterization of Sw. Given Eq. (13), we have that SwS0
w is the

conditional covariance matrix of wt+1 (as of date t). This matrix is block diagonal. The 4 ⇥ 4 upper-left block

(respectively lower-right block) is lower triangular and corresponds to the persistent components (resp. volatile

components) of wt, its specification is given in the upper part of the table (resp. in the lower part of the table).

The parameterization is such that, for the sake of identification, the unconditional variance of each of the wi,t’s

is equal to one.
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VI. Robustness analysis

This section presents the results of different alternative estimations of the model. More precisely:

(a) Parameter a: We estimate models while imposing a small value (0.01) and a large value for a,

that is the elasticity of the default intensity with respect to the surplus gap (st � s⇤t ), see Eq. (1).

(In the baseline case, this parameter is estimated, with a cap of 2.)

(b) Output drop upon default by: We estimate models with by = 10% (versus 20% in the baseline

model).

(c) Coefficient of relative risk aversion g: We estimate models with smaller and larger values for g.

Since our approach requires RR = exp(�gby � bp), modifying g, everything else equal, results

in a change in RR. Accordingly, we also consider cases where by is adjusted in order to keep the

same recovery rate RR as in the baseline case. This is summarized in Table F.16.

(d) No CDS in the estimation dataset: We remove CDS data from the estimation sample. In other

words, we remove the CDS measurement equations in the state-space model.

Table F.16: Robustness analysis (changes in g)

Version Description g by RR
Baseline 4 0.20 46%

Case A.i low g, high RR 2 0.20 68%
Case A.ii low g 2 0.40 46%
Case B.i high g, low RR 6 0.20 31%
Case B.ii high g 6 0.13 46%

In all case, Condition ? is satisfied, i.e., we have RR = exp(�gby � bp) (or, equivalently, by = [� log(RR) �
bp ]/g). We use bp = �2.1%.

The results of these exercises can be summarized as follows:

(a) Parameter a: The resulting fiscal limit estimates are displayed on Figure F.15 (dotted and solid

red lines). Imposing a large a has no strong effects on the estimated fiscal limits. The changes in

estimated fiscal limits are larger when a is small. For all countries and the two cases (small or

large a), likelihood ratio tests strongly reject these alternative models (against the baseline), at

any significance level.

(b) Output drop upon default by: The resulting fiscal limit estimates are shown on Figure F.16 (pink

line). The effects of this change on the fiscal limit estimates are mild.
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(c) Coefficient of relative risk aversion g: The results are shown on Figure F.16 (see blue and green

lines). In most cases, fiscal limits are higher for larger risk aversion (and vice versa). This results

from the fact that, when g is higher, a larger share of the credit spreads corresponds to risk

premiums. Accordingly, estimated physical probabilities of default are lower. That is, in those

models featuring higher g, the physical probability of default is less sensitive to the debt level

(in particular). Since we define our fiscal limits as the levels of debt resulting in a given physical

probability of default, it comes that the estimated fiscal space is larger when g is higher, hence

the larger fiscal limits.

(d) No CDS in the estimation dataset: The resulting fiscal limits, displayed in Figure F.15 (black

dotted lines), are very different from the baseline case and show implausible fluctuations. This

highlights the importance of credit spreads to identify fiscal limits.

An additional exercise is the following: we take the baseline parametrization (Table 2 of the

paper), but simply remove the CDS data from the set of observed variables. That is, we switch

off the associated measurement equations. Figure F.17 compares the filtered fiscal limits when

the measurement equations include (black lines) or do not include (red lines) the CDS data. The

dotted lines indicate 99% confidence intervals, reflecting the filtering uncertainty. The results

show that the estimates of the fiscal limits depend strongly on the inclusion, or not, of the CDS

spreads in the state-space model—even when the parametrization is unchanged. Moreover,

the confidence intervals show that the fiscal limit estimates are much less accurate when credit

spreads are not included in the estimation.

This may seem puzzling since, even when CDS are removed from the measurement equations,

these equations still include bond yields, which are also forward-looking and feature a default-

compensation component. However, the set of observed variables is then short of information

allowing the filter to decompose these yields into its two components (risk-free yield and de-

fault compensation). This implies, in particular, that s⇤t is inaccurately estimated, which further

translates into uncertain fiscal limit estimates.
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Figure F.15: Fiscal limits – Robustness analysis: a and CDS data
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Note: These plots show the estimates of the fiscal limits (FL) obtained while imposing different types of restric-
tions. Large alpha: a is set to 10 (in the baseline case, it is estimated, but smaller than 2); Small alpha: a is set to
0.01; No CDS data: no CDS data are used in the estimation approach (i.e., there is no measurement equations
involving CDS spreads).
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Figure F.16: Fiscal limits – Robustness analysis: by and g
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Note: These plots show the estimates of the fiscal limits (FL) obtained while imposing different types of restric-
tions. Low b_y: by is set to 10% (versus 20% in the baseline case); Small gamma: g is set to 3 (versus 4 in the
baseline case); Large gamma: g is set to 5 (versus 4 in the baseline case); Small gamma, large RR: g is set to
3 (versus 4 in the baseline case) and by is adjusted to give the same RR as in the baseline case; Large gamma,
small RR: g is set to 5 (versus 3 in the baseline case) and by is adjusted to give the same RR as in the baseline
case.
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Figure F.17: Fiscal limits in the baseline model: with and without CDS data
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Note: These plots compare the estimates of the fiscal limit when the measurement equations include (black lines)
or do not include (red lines) the CDS data. The model setting is the baseline model (documented in Table 2 of the
paper). The dotted lines indicate the 99% confidence intervals, reflecting the filtering uncertainty. The results
show that the estimates of the fiscal limits depend strongly on the inclusion of the CDS spreads in the state-
space model; they also show that the filtering uncertainty is strongly reduced when using the CDS data.
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Table F.17: Estimates of b

US UK EA JP
Baseline 0.0253 0.0259 0.0459 0.0185
Low by 0.0252 0.0261 0.0444 0.0185
Large a 0.0165 0.0153 0.0352 0.0171
Small a 0.0456 0.0648 0.1278 0.0545
Small g 0.0421 0.0415 0.1442 0.0390
Large g 0.0237 0.0240 0.0398 0.0186
Small g, large RR 0.0420 0.0410 0.1422 0.0389
Large g, small RR 0.0239 0.0236 0.0396 0.0185
No CDS data 0.0917 0.1418 0.1226 0.0213

Note: This table reports the estimates of parameter b obtained while imposing different types of restrictions
during the estimation. Low b_y: by is set to 10% (versus 20% in the baseline case); Large alpha: a is set to 10
(in the baseline case, it is estimated, but smaller than 2); Small alpha: a is set to 0.01; Small gamma: g is set to
3 (versus 4 in the baseline case); Large gamma: g is set to 5 (versus 4 in the baseline case); Small gamma, large
RR: g is set to 3 (versus 4 in the baseline case) and by is adjusted to give the same RR as in the baseline case;
Large gamma, small RR: g is set to 5 (versus 3 in the baseline case) and by is adjusted to give the same RR as in
the baseline case; No CDS data: no CDS data are used in the estimation approach (i.e., there is no measurement
equations involving CDS spreads).
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